ABSTRACT
Phishing is by far the most common and disruptive type of cyber-attack faced by most organizations. Phishing messages may share common attributes such as the same or similar subject lines, the same sending infrastructure, similar URLs with certain parts slightly varied, and so on. Attackers use such strategies to evade sophisticated email filters, increasing the difficulty for computing support teams to identify and block all incoming emails during a phishing attack. Limited work has been done on grouping human-reported phishing emails, based on the underlying scam, to help the computing support teams better defend organizations from phishing attacks. In this paper, we explore the feasibility of using unsupervised clustering techniques to group emails into scams that could ideally be addressed together. We use a combination of contextual and semantic features extracted from emails and perform a comparative study on three clustering algorithms with varying feature sets. We use a range of internal and external validation methods to evaluate the clustering results on real-world email datasets. Our results show that unsupervised clustering is a promising approach for scam identification and grouping, and analyzing reported phishing emails is an effective way of mitigating phishing attacks and utilizing the human perspective.
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1 INTRODUCTION
Phishing emails are malicious emails that often result in a large amount of financial and reputational damage to organizations. Therefore, employees are regularly told to report phishing to their organizations’ computing support desk or Information Security (IS) teams. However, processing these reports at scale is quite challenging [3]. Problems range from the number of reports to the fact that phishing is specifically designed by attackers to bypass automated filters, making it challenging to automatically extract reliable features. In this work, we aim to better support the people who read phishing reports by clustering the reports such that they can be read and replied to as a unit rather than as individual reports, and hence help fight phishing attacks in a timely manner.

Phishing works by sending people fraudulent emails, usually pretending to be from a well-known source, with the intent of tricking recipients into giving up sensitive information, such as passwords or credit card numbers. In the first quarter of 2022, the Anti-Phishing Working Group (APWG) observed over a million phishing attacks, which is the worst quarter they have ever observed [6]. According to IBM’s Cost of a Data Breach Report 2021 [52], it was found that 2021 was the costliest year for data breaches in the last 17 years. They reported that from 2020 to 2021, the average total cost of a data breach increased from $3.86 million to $4.24 million. Researchers from the same report found that, on average, data breaches caused by phishing took 213 days to be identified and 80 days to be contained. Meaning that the average time it takes to contain a phishing threat overall is 290 days. According to a survey conducted by the email security provider IRONSCALES, 81% of organizations around the world have experienced an increase in email phishing attacks since March 2020, with a particular increase in COVID-19 related phishing attacks. Popular themes include stimulus checks, fake CDC warnings, Netflix scams, fines for coming out of quarantine and many more. According to their research, since the onset of the COVID-19 pandemic, more than one-third of IT professionals spend all of their time remediating phishing attacks, and 74% spend more than 30 minutes addressing each attack [30].

Given the risks and expenses involved, organizations go to great lengths to prevent phishing from being successful, best practice recommends a mix of proactive security measures like automated filters on email servers and reactive measures which include encouraging employees to report any phishing that they encounter [3, 17, 63]. While automated detection of phishing is impressively effective, with some algorithms achieving accuracy rates over 99% [22, 25], it is still the case that some phishing makes it through into user inboxes. To identify and block these cases, best practice recommends getting employees to report phishing that they see and then use the reports to remove phishing from inboxes and update protections like filters. This approach is very effective, but it still involves humans looking through each phishing report. In an organization of 50,000, if even 10% of people report a phishing email that is 300 reports that must be examined by a human to judge if it i) is actually phishing and ii) is new phishing or phishing that has already been
handled (e.g. does anything need to be done?). It is also necessary to respond back to the person who sent the report which also takes time.

One potential solution to this issue is to build a system that is capable of clustering together phishing reports that are similar enough that a single response could be written and sent back to everyone who reported an email in the cluster. For example, an attacker might send many emails claiming to be a common parcel delivery service that just needs a fee to deliver the package. Even though the emails sent may be quite different in content and even mimic different parcel delivery services, a single response could be sent to everyone who reports these emails explaining that it is a parcel scam and should be deleted. In this work, we explore the best way to cluster reported phishing into scams. That is, emails that are all using a similar scam to trick users, even if the emails themselves are sent by more than one attacker.

Our approach aims to utilize existing machine learning approaches to analyze and group reported phishing emails so as to help organizations take immediate action against attacks. In this paper, we introduce an intelligent system capable of clustering reports such that a helpdesk staff could review each cluster of reported phish and provide a single useful response to all the people who reported emails in the cluster.

To accomplish this, we explore the feasibility of using unsupervised clustering techniques to identify and group together phishing emails of similar scams. That is, phishing emails that share common attributes like the underlying fraud, the organization being impersonated, the response provoked, and so on. For example, banking-related phishing scams, file transfer scams and so on. We further utilize transformers in our algorithm to capture the context better. Using word-embedding techniques to represent the textual features of phishing emails is a relatively new approach. The combination of word-embeddings and unsupervised clustering for the purpose of identifying the underlying scam in an email, makes our work rather unique and novel. The experimental results, which were based on numerous internal and external evaluation metrics (ARI, AMI, V-Measure, Purity, Silhouette Score, and DB-Index), showed that K-Means clustering shows a relatively better overall performance and the best clustering combination was observed to be Agglomerative Clustering with Feature Set 4 comprising the BERT vectors for the email body text and the subject-line topic models.

Our contributions in this paper are as follows:

1. We employ word-embedding techniques to extract contextual features from phishing emails;
2. We define seven distinct feature sets incorporating different parts of the email;
3. We implement unsupervised clustering algorithms to group together phishing emails of similar scams;
4. We evaluate the proposed comparative approach to identify the feature set that best captures email context by using real-world email datasets.

The remainder of this paper is organized as follows. Section 2 elaborates on recent previous related works that focus on phishing email clustering, scam and campaign detection, and email context representation. Section 3 details the methodology of the proposed approach. Section 4 evaluates the clustering performance and discusses the results of the experiments. Finally, section 5 summarises the critical points and outlines the conclusions drawn.

2 RELATED WORK

Phishing is by far the most common and disruptive type of cyber-attack faced by most organizations [17, 58]. While the damage caused on its own may not seem to be large, it is often used as a gateway attack to gain credentials which are then used launch more damaging attacks such as ransomware or privilege escalation. Highly damaging attacks such as the power station shutdown in the Ukraine [66] often start with a phishing email. Given the low costs and high potential rewards, phishing is a common attack strategy and it is only getting more popular.

Extensive research has gone into detecting phishing attacks, preferably before they reach end users [8, 10, 33]. The area is especially hard to solve because of the existence of an active adversary who adjusts to each new defense. For example, automated filters are now used on most mail servers, but these filters need to work fast and therefore cannot do deep analysis of URLs or attachments. Attackers make use of this, so sandboxing [62] was introduced where an email that contains unknown URL links, file types, or suspicious senders is be tested in a secure space before it reaches the network or mail server. On the user’s end, browsers can have blocklists added to prevent the user from visiting known phishing sites even if complex URL redirection is used [9, 35]. These automated solutions are very effective, but the existence of an active attacker means that some phishing will always get through, requiring that users be involved in detection. A best practice here is to ask users to report suspicious looking email which is then reviewed by help desk staff or a security team [29, 34]. The major problem with this approach is scale and time [3, 57]. If many users report emails then it takes time to manually review them, which means a slower response time to the attack and a slower response to the people reporting.

One way of addressing the challenge of manual review overload could be automated grouping of similar reported emails. Past research on email grouping is fairly limited and has been mostly used for managing email overload by creating email groups [53, 64] or to classify incoming emails into relevant groups like personal/professional [2]. Some works focus on unsupervised machine learning techniques, which are relevant to our work. In the cybersecurity field, email grouping has been mostly focused on clustering emails into scam/benign categories [15, 32]. DeBarr et al. [15] utilise Spectral Clustering to analyze the links between URL substrings for websites found in the email contents and then use a Random Forest classifier for phishing identification. Karim et al. [32] present an in-depth analysis on using unsupervised clustering of only the domain and header information to classify emails into spam or ham (benign). There has also been research on profiling phishing as a clustering problem to determine the activity of an individual or a particular group of phishers [27, 28]. While similar to our work, they focus more on using phishing profiles to understand phishers better and predict their behaviour.

Some work has been carried out on the use of unsupervised clustering to identify phishing scams or campaigns. Alazab et al. [1]
introduce the idea of ‘Authorship Attribution’ for spam campaign identification. They use an Unsupervised Automated Natural Cluster Ensemble (NUANCE) model to separate spam emails into groups with similar topics. They use 57 stylistic and structural features including the total count of: the words in the text of the email, punctuation used in the email body, contractions present in the email, URLs present in the body of the email, and obfuscated words present in the email. In [19], Dinh et al. propose a software framework for spam campaign detection, analysis and investigation. They use a frequent-pattern tree on a combination of header and content features to identify spam campaigns on-the-fly. Other similar works include spam email clustering based on email content [26, 61]. Although these approaches provide good results in spam campaign detection, they do not take into consideration any contextual information, such as word embeddings, from the emails, as we do in this work. The features used in these works are better suited for campaign detection, where the threat origin (or author) is common, and hence contextual information may not be required. But our work aims to identify the underlying scams in emails, irrespective of the origin, and hence context is more relevant.

With the advancements in Natural Language Processing (NLP) and word embedding techniques, contextual and semantic information can be extracted from email text, and used in machine learning tasks such as classification and clustering [50, 59]. Bountakas, Koutroumpouchos and Xenakis [11] introduce an approach where they combine NLP techniques together with machine learning methods for the detection of phishing emails. They use word embedding techniques such as TF-IDF [46], Word2Vec [38], and BERT [18] to represent the email text and apply a variety of classification algorithms to identify phishing and benign emails. They were the first to use the BERT transformer model to extract textual features from phishing emails. They identified Word2Vec + Random Forest algorithm as the best combination for a balanced dataset and show that word-embedding techniques can achieve state-of-the-art results in the detection of phishing attacks. Another similar approach is proposed by Somesha and Pais [56], combines six word embedding techniques with five machine learning classifiers to evaluate the best performing combination. These works show that word embeddings capture essential contextual information and provide an efficient representation of email text. They also suggest that word embeddings algorithms could be combined with unsupervised machine learning techniques, as we show in this paper.

3 METHODOLOGY

Our proposed methodological approach consists of five sub-tasks: (i) Email Parsing and Pre-processing, (ii) Feature Extraction, (iii) Feature Representation, (iv) Clustering, and (v) Cluster Evaluation. We implement three different clustering algorithms (K-Means, DBSCAN, and Agglomerative) on seven different feature sets, and use a variety of clustering evaluation methods to identify the best approach to work with to achieve our goals. Figure 1 provides an outline of the proposed approach and the various sub-tasks performed. Our implementation is freely available online1. We now describe each of the components in detail.

3.1 Email Parsing and Pre-processing

3.1.1 Dataset. For the initial development of the algorithm, we use both phishing and a benign datasets. There is always a possibility of benign emails getting reported to the help desk and our algorithm should be able to differentiate between phishing and benign emails. Hence, we use the benign email set as validation. The phishing corpus consists of 2279 emails taken from the Nazario PhishingCorpus [39], a publicly available collection of hand-screened phishing messages collected between February 2000 to July 2007. The benign emails are taken from the publicly-available Enron Email dataset developed by the CALO Project [12]. The Enron corpus is a large dataset containing around 500,000 emails that correspond to the day-to-day workplace interactions between employees of the Enron Corporation. At the time of this project, the Nazario phishing corpus link was not valid and hence we obtained the dataset from a secondary source, which is accessible through their GitHub repository [41]. Both the phishing and benign sets were downloaded from this source, each in the form of a mbox, a plain text file of concatenated email messages. The mbox contained all the emails in a single file and was read on Python 3 using the mailbox module.

3.1.2 Email Parsing and Pre-processing. We process the dataset to extract relevant information from different parts of an email. From the email header, we extract: Message-ID, Multipart (yes/no), From Address, Date, Return Path, Reply-To Path, and the Subject-Line. From the email body, we extract the text content, words, and URLs. We exclude any emails that have empty content, and the remaining dataset contained 2193 phishing emails. Due to limited work in reported phishing, we do not know what phishing ratios appear in the wild, so we use a balanced set. To create a balanced set, we take an appropriate subset of 2193 emails from the Enron corpus. We follow the standard data pre-processing steps: the email text subject line are converted into lowercase, and the special characters, stopwords, and punctuation marks are removed. Each email is then labelled with a phishing/benign tag to be used in the post-clustering evaluation.

3.1.3 Manually Identified Scams. To compare the different clustering algorithms and evaluate their ability to identify and separate scams, we use a small tagged subset of the phishing dataset. To create this tagged subset, the lead author reviewed the phishing dataset and identified key phrases found in the most common scams. These were further discussed and analysed by all authors resulting in 14 scams that could be identified this way. The lead author then ran a comparison for each key phrase against the whole dataset, manually reviewed all the emails with similar content and tagged them together by scam with a unique number. Using the 14 key phrases identified by the authors, we tagged 493 emails (22.48% of the phishing dataset). The tagged dataset size was selected to represent a quarter of the dataset, particularly the most common scams which would ideally be located together in clusters. The summary of the manually identified and tagged scams is provided in Table 1. The first column of the table is the unique identifying number or tag assigned to each scam, the second column is the corresponding key phrase, and the third states the characteristic features of the underlying scam.

---

1https://git.ecdf.ed.ac.uk/s2138664/phishing-research
Figure 1: Outline of the proposed approach and the sub-tasks. The pipeline starts with Email Parsing and Pre-processing, followed by Feature Extraction and Representation, then seven Feature Sets are defined, followed by clustering with three algorithms and finally, post-clustering analysis of the clusters formed.

<table>
<thead>
<tr>
<th>Tag (# of emails)</th>
<th>Key phrase</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tag 1 (29)</td>
<td>“limit sensitive account”</td>
<td>PayPal Account; lost/stolen card; Different Case ID</td>
</tr>
<tr>
<td>Tag 2 (19)</td>
<td>“external secured server”</td>
<td>Bank of America; system maintenance/upgrade</td>
</tr>
<tr>
<td>Tag 3 (82)</td>
<td>“foreign IP address”</td>
<td>Various organization; login from foreign IP address; spoofed links</td>
</tr>
<tr>
<td>Tag 4 (160)</td>
<td>“Question about Item”</td>
<td>eBay; message from buyer/seller; spoofed links</td>
</tr>
<tr>
<td>Tag 5 (65)</td>
<td>“quickly restore full access”</td>
<td>PayPal, eBay; unusual account activity</td>
</tr>
<tr>
<td>Tag 6 (19)</td>
<td>“confirm your banking details”</td>
<td>PayPal, Bank of America; account from different locations</td>
</tr>
<tr>
<td>Tag 7 (15)</td>
<td>“New messages in My Messages”</td>
<td>eBay; new message in eBay account; spoofed link</td>
</tr>
<tr>
<td>Tag 8 (13)</td>
<td>“confirm your Account Informations”</td>
<td>eBay; security changes; spoofed links</td>
</tr>
<tr>
<td>Tag 9 (17)</td>
<td>“additional email address”</td>
<td>PayPal; new email Id added; spoofed links; different case ID</td>
</tr>
<tr>
<td>Tag 10 (10)</td>
<td>“series of verification process”</td>
<td>PayPal; random verification</td>
</tr>
<tr>
<td>Tag 11 (11)</td>
<td>“Federal Credit Union network”</td>
<td>Federal Credit Union; account update; spoofed link</td>
</tr>
<tr>
<td>Tag 12 (9)</td>
<td>“upgrade our servers”</td>
<td>eBay, PayPal; account blocked</td>
</tr>
<tr>
<td>Tag 13 (37)</td>
<td>“safety and integrity”</td>
<td>Various organizations; safety concerns; spoofed links</td>
</tr>
<tr>
<td>Tag 14 (7)</td>
<td>“security service notification”</td>
<td>eBay; account suspended; very threatening tone</td>
</tr>
</tbody>
</table>

3.2 Email Representation with Feature Sets
Based on previous phishing research [20, 23], and our observations of phishing messages, we identify the following features as relevant and important to represent an email. Table 2 provides a summary of the different email features considered, the corresponding feature representations, and vector size.

   *Email Body.* Here, we focus on the features that could be extracted from the email body such as the number of parts in the email and their type, and the presence and number of URLs. An important feature extracted from this category is the email text which contains information regarding the context and purpose of an email, which is essential to identify similar scams. For this, we extract the plain text from the email body and use word embedding techniques to represent it. We initially used TF-IDF (term frequency-inverse document frequency) [45, 46], a traditional text vectorizing algorithm that quantifies the importance of string representations
(words) in a document amongst a collection of documents. In a preliminary study, we experimented with TF-IDF vectors but it showed poor results. TF-IDF cannot represent the semantic meaning or context of the text, and it suffers from memory inefficiency and the curse of dimensionality. We then consider other advanced word-embedding techniques to represent the email body text. In particular, we choose BERT (Bidirectional Encoder Representations from Transformers) [18], a transformer-based model to convert text into vectors, as it can capture contextual information in text and can adapt well to new data. In particular, we use the BERT ‘multi-qa-MiniLM-L6-cos-v1’ model that maps the text to a 384 dimensional dense vector space and was designed for semantic search.

**Subject Line.** This short piece of text is the first thing a user sees when they get an email. Cybercriminals design subject lines in a way that creates urgency, personalisation and pressure in order to trick victims into clicking on malicious links, downloading malware, and so on [43]. To represent the subject line semantically, we generate topic models from the data and use a bag-of-topics approach. Following the approach proposed in [55], we cluster the BERT vectors of trigrams generated from the subject lines to generate 30 topic clusters and extract the top 20 keywords, by frequency, for each topic. We then count the number of keywords corresponding to each topic present in the subject line and generate topic vectors of dimension 30. More details regarding the subject model can be found in Appendix A.

**URL Features.** URLs present in phishing emails are an important criterion to detect or classify phishing attacks [7]. The URL destinations are aspects that phishers cannot fully hide or manipulate, and hence provide vital information regarding the phishing attack [4]. Features extracted from the URLs are: the number of URLs, average length of the URLs, the maximum number of dots in all the URLs, number of unique domains, and domain check with the top 10000 domains in the Tranco list [44]. The Tranco list was chosen because it incorporates several popularity metrics and is designed to be used in research. It averages out rankings over thirty days instead of relying on a snapshot of the list from just one day.

**Header Features.** The email header contains information about the sender, recipient, the email’s route between servers and various authentication details. Source-oriented features extracted are the ‘From’ address, ‘Reply-To’ address, and ‘Return-Path’ address. Spoofing the ‘From’ address so that it seems legitimate is a common trick phishers use. To accommodate this, we compare the ‘From’ address domain to the ‘Return-Path’ and ‘Reply-To’ domain. We also compare it to all URL domains. Other features extracted from the header are the number of attachments. Another important header feature is the DKIM signature [59], which was not present in the datasets and hence not considered.

In Table 3, we outline the seven different combinations of features used as input for the clustering algorithms. Each feature set is labelled as $f_x$, where $x$ refers to specific features being used (e.g. $h$ to represent header features). We also define an additional feature set $f_y$, without any context-based features, to use as a reference baseline. This consists of only the header and URL features.

### 3.3 Clustering Algorithms for Grouping Emails

Many different types of clustering methods have been proposed in the literature [47] such as K-Means [36], DBSCAN [21, 51], Hierarchical [40], BIRCH [68], OPTICS [5] and Spectral clustering [54]. Choosing the right clustering algorithm requires taking into consideration a lot of factors. Firstly, we need a clustering technique that can accommodate high-dimensional data. The algorithm should also be able to deal with outliers such as single emails, non-phishing emails and so on. Since the number of scams is not pre-determined, the selected clustering algorithm should either automatically decide on the cluster number or we need to define a method to get the optimal number. We identified three candidate algorithms, namely K-means, DBSCAN, and Hierarchical Agglomerative.

K-Means [36] is a centroid-based algorithm that identifies k number of centroids in the dataset and then allocates every data point to the nearest cluster. The main objective of this algorithm is to minimize the sum of distances (Euclidean distances) between the points and their respective cluster centroid. It is computationally very fast and hence suitable for large datasets. The main limitation of this algorithm is the requirement of the number of clusters as an input parameter; which can be computed by the Elbow Method [31] and the Silhouette Method [49]. We initialize the K-Means algorithm with the the number of clusters provided by these methods, but the performance was observed to be sub-optimal with respect to their ability to identify and separate scams.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [21, 51] involves finding high-density areas in the data and expanding around them. The algorithm takes two inputs: the maximum distance between two samples for one to be considered as in the neighbourhood of the other (eps) and the number of samples in a neighbourhood for a point to be considered as a core point (n). It generates clusters by determining core data points with a neighbourhood that includes at least ‘n’ points less than ‘eps’ distance away from the core. It estimates the number of clusters from the dataset automatically. If a point is not within the eps-neighbourhood of any core, then it is labelled as noise. The main drawback is the algorithm does not cope well with datasets where clusters have varying similarity levels and sizes.

Agglomerative clustering [40] is a type of hierarchical clustering, where each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy. Similar to K-Means, the main limitation of this algorithm is the requirement of the number of clusters as an input parameter. Generally, this value is learned by plotting the dendrogram of the cluster hierarchy.

#### 3.3.1 Hyper-parameter Optimization: Tuning a Machine Learning model is a type of optimization problem. Each model has a set of hyper-parameters and we aim to find the right combination of their values to either minimize or maximize a function. This step is particularly important to compare the performance of different Machine Learning models on a dataset. We optimize the different clustering algorithms by maximizing their accuracy with respect to the validation metrics defined in 3.5. The hyper-parameter optimizations is done using a two-step process: Step 1: We run a coarse-grained parameter sweep over a large range of input values and plot an accuracy vs input graph. Step 2: Using the graphs generated in Step
### Table 2: The representation of features selected

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Feature Representation</th>
<th>Vector Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email Body text ($f_e$)</td>
<td>BERT word embeddings</td>
<td>384</td>
</tr>
<tr>
<td>Subject line features ($f_s$)</td>
<td>BERT-based topic model</td>
<td>30</td>
</tr>
<tr>
<td>Header features ($f_h$)</td>
<td>presence of ‘Reply-To’ and ‘Return-Path’; ‘From’ and ‘Return-Path’ domain match; ‘From’ and ‘Reply-To’ domain match; number of attachments; Tranco domain check; URL domains and ‘From’ domain match</td>
<td>7</td>
</tr>
<tr>
<td>URL features ($f_u$)</td>
<td>number of URLs; average length of the URLs; maximum number of dots; number of unique domains; Tranco domain check</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 3: The identified feature sets to represent emails

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Components</th>
<th>Vector Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_e$</td>
<td>Email Body Text</td>
<td>384</td>
</tr>
<tr>
<td>$f_{eh}$</td>
<td>Email Body Text + Header features</td>
<td>391</td>
</tr>
<tr>
<td>$f_{eu}$</td>
<td>Email Body Text + URL features</td>
<td>390</td>
</tr>
<tr>
<td>$f_{es}$</td>
<td>Email Body Text + Subject line features</td>
<td>414</td>
</tr>
<tr>
<td>$f_{eu}$</td>
<td>Email Body Text + Subject line features + URL features</td>
<td>420</td>
</tr>
<tr>
<td>$f_{esh}$</td>
<td>Email Body Text + Subject line features + Header features</td>
<td>421</td>
</tr>
<tr>
<td>$f_{eshu}$</td>
<td>Email Body Text + Subject line features + Header features + URL features</td>
<td>427</td>
</tr>
</tbody>
</table>

1. we run a fine-grained sweep around the peaks and identify the optimal input.

For K-Means and Agglomerative clustering, we run a parameter sweep of the number of clusters and for DBSCAN, we run a parameter sweep of the epsilon value.

### 3.4 Feature Selection

Feature selection is the process of extracting a subset of the most relevant features to improve the performance of Machine Learning models in terms of accuracy and training time [24]. We utilise Chi-Square feature selection [67], as it has achieved promising results in previous works and is easy to implement [65]. Chi-Square is a statistical hypothesis test, which measures the relationship between two variables and identifies the level of correlation. We use Chi-Square feature selection on all the features extracted to measure the correlation of each feature with the email’s phish/benign tag. We then run clustering with the identified Chi-Square subset.

### 3.5 Clustering Evaluation

The ideal clustering algorithm should: (i) group together emails of similar scams and also be able to differentiate any benign emails reported for being suspicious; (ii) produce homogeneous clusters, where all emails in one cluster are either benign or belong to the same scam. In this section, we explain the various validation methods used to evaluate the clustering performance of the chosen algorithms according to our criteria.

#### 3.5.1 Internal Evaluation

Internal measures evaluate how well the clusters are formed with respect to their compactness and separation [16]. They usually assign the best score to the algorithm that produces clusters with high similarity within a cluster and low similarity between clusters. These measures do not require any prior cluster labelling or ground-truths.

**Silhouette Coefficient Score [49]:** The Silhouette Coefficient for each sample is calculated using two measures: (i) the mean distance between a sample and all other points in the same class, and (ii) the mean distance between a sample and all other points in the next nearest cluster. The Silhouette Score for the whole dataset is given as the mean of the Silhouette Coefficient for each sample. The score ranges between -1 and +1, with values around zero indicating overlapping clusters. The score is higher when clusters are dense and well separated.

**Davies–Bouldin Index [13]:** The index is defined as the average similarity of each cluster with its most similar cluster, where similarity is the ratio of within-cluster distances to between-cluster distances. Thus, clusters which are farther apart and less dispersed will result in a better score. The minimum score is zero, with lower values indicating better clustering. In this work, we use the inverse of the DB Index to make it consistent with other indices used in this research and to simplify result analysis and visualization.

A drawback of using internal criteria in cluster evaluation is that high scores on an internal measure do not necessarily indicate better performance, particularly for certain tasks like information
retrieval [37]. Additionally, this evaluation is biased towards algorithms that use the same cluster model. For example, k-means clustering naturally optimizes object distances, and a distance-based internal criterion will likely overrate the resulting clustering. We, therefore, also consider external measures in our analysis.

3.5.2 External Evaluation: The external evaluation measures gauge the degree to which cluster labels match class labels supplied externally [42]. We have two sets of class labels to consider: scam tags (Section 3.1.3) and phish/benign tags (Section 3.1.2). The former is used to evaluate the clustering performance with respect to scam identification and the latter with respect to phishing/benign classification. Note that the emails reported in real-time will not have any such tags. Hence, external measures are only useful during the development stage of the algorithm.

Adjusted Rand Index [14]: The Rand Index (RI) computes a similarity measure between two clustering outputs by considering all pairs of samples and counting pairs that are assigned in the same or different clusters in the predicted and true labels. The raw RI score is then “adjusted for chance” into the Adjusted Rand Index (ARI) score. ARI values range between 0.0 to 1.0, with higher values indicating more similarity between the two clustering methods. We use ARI with the scam tags as the class labels.

Adjusted Mutual Information [60]: The mutual information (MI) of two random variables is a measure of the mutual dependence between the two variables. It determines how different the joint distribution of the pair (X, Y) is from the product of the marginal distributions of X and Y. Adjusted Mutual Information (AMI) is an adjustment of the Mutual Information (MI) score to account for chance. AMI values range between 0.0 to 1.0, with higher values indicating more similarity between the two clustering methods. We use AMI with the scam tags as the class labels.

Validity Measure [48]: The V-measure is the harmonic mean between homogeneity and completeness of the clusters formed. A perfectly homogeneous clustering is one where each cluster has data-points belonging to the same class label and a perfectly complete clustering is one where all data-points belonging to the same class are clustered into the same cluster. We use validity to measure the homogeneity and completeness of the clusters with respect to the distribution of the scams.

Purity: Purity is ratio of the total number of data points belonging to the dominant class in a cluster to that of its size. Scores closer to 1.0 suggest better clustering accuracy. We use purity as a measure of homogeneity of phish/benign emails in each cluster. We calculate the ratio of the dominant class for each cluster and take an average over all the clusters.

4 EVALUATION
In this section, we provide our quantitative and qualitative findings as a result of our experiments. Our quantitative results are based on the external and internal measures described in previous sections. We further conduct a detailed post-clustering analysis to investigate the relevancy of the feature sets we are using.

4.1 Quantitative Evaluation
We experimented with the three clustering algorithms by using various features sets as explained in Table 3. We now share the results for each of the clustering algorithms, and we report the number of clusters formed and results of evaluation metrics on each feature set in the corresponding tables. The first column of each results table [4-5-6] is the name of the feature set and the number of clusters formed, the second, third and fourth column give the external evaluation measures, followed by the purity measure and the last two columns give the internal evaluation measures. The first row in each table corresponds to the results of the baseline feature set followed by the other feature sets.

K-Means Clustering: Table 4 shows that K-Means, in general, performs better than the other two clustering methods. It gives better results than DBSCAN and Agglomerative clustering with four of the seven feature sets. With respect to the external evaluation metrics, K-Means works best with $f_{es}$ comprising the BERT vectors for the email body text and the subject-line topic models, implying that with this combination of features, it can group email scams most efficiently. In terms of purity, K-Means has an average accuracy of 98%, which is the lowest of the three methods.

DBSCAN Clustering: DBSCAN performs worse than the other two clustering methods as shown in Table 5. With respect to the external evaluation metrics, DBSCAN works best with $f_{es}$ comprising the BERT vectors for the email body text and the URL features. It has the lowest external evaluation values of all, indicating a lower ability to identify phishing scams in a dataset. In terms of purity of phish/benign, DBSCAN shows a good performance with approximately 99.3% accuracy, which means it can distinguish between phish and benign emails most of the time. Although, a major drawback observed with this method is that it classifies more than half the data points as noise. This result is because the DBSCAN algorithm fails in cases of varying density clusters, due to the fixed cluster radius aspect. The Silhouette score values are also very low (close to zero), indicating poorly formed overlapping clusters. A surprising observation in DBSCAN clustering was high values for the Davies–Bouldin index, as opposed to the very low values of the Silhouette score. This result is a consequence of the fact that more than half the points are labelled noise and the remaining data points form well-separated clusters.

Agglomerative Clustering: In Table 6, we see that Agglomerative clustering performs better than DBSCAN and similar to K-Means. It achieves good results with $f_{es}$, $f_{esu}$ and $f_{esh}$ while outperforming K-Means on some sets. With respect to the external evaluation metrics, it shows the best accuracy with $f_{es}$ comprising the BERT vectors for the email body text and the subject-line topic models, with the highest values of all the clustering combinations. The average phish/benign purity for this method is 98.7%, which indicates relatively better ability to identify scams. The Silhouette Score and DB-Index are also better for this method than the other two on the seven feature sets, indicating better cluster formation.

4.1.1 Results of Feature Selection. We use Chi-Square feature selection (Section 3.4) on all the features extracted to measure the correlation of each feature with the email’s phish/benign tag and scam tag. We run the three clustering algorithms with the identified Chi-Square feature subset. The results of this clustering are lower
than the original set, and hence we disregard the feature selection results and proceed with the original feature sets.

4.2 Qualitative Analysis
To better understand the effectiveness of each clustering algorithm, we conduct a detailed post-clustering analysis of the most accurate feature set for each. We analyse the cluster sizes and the phish/benign homogeneity of each cluster. We identify the cluster with the least phish/benign purity score and understand the spread of emails in the cluster. We further analyse the distribution and separation of the scam tags, to gauge the efficacy of the algorithm to identify scams.

K-Means Clustering: K-Means clustering performs best with $f_{es}$ and we further analyse the resulting clusters. We identify 70 as the optimal number of clusters for this combination from the parameter sweep (Figure 2b). The cluster size varies from 8 to 249 with an average of 62 emails per cluster. With respect to the homogeneity of phish/benign emails, 54 of the 70 clusters are either fully phish or fully benign. The worst performing cluster contains 70 emails with 31.4% phishing emails and 68.6% benign emails. The phishing emails in this cluster are all emails with random text, some that appear to be excerpts from a book, and lack the usual phishing email structure and vocabulary. With respect to scam detection, 7 of the 14 tags outlined in Table 1 have been grouped fully into distinct clusters. The worst tag distribution is for Tag-5 (‘quickly restore full access’) which is spread over 6 clusters. On further analysis, we observe that most of the emails separated into different clusters have different organization names.

DBSCAN Clustering: DBSCAN clustering performs best with $f_eu$ and we further analyse the resulting clusters. We use 8 as the minimum number of samples and identify 9.4 as the optimal epsilon value using the parameter sweep (Figure 2c), resulting in 50 clusters. The cluster size varies from 8 to 309 with an average of 25 emails per cluster. With respect to the homogeneity of phish/benign emails, all the clusters formed are either fully phish or fully benign. Although the clusters formed are perfectly phish or benign, around 71% of the emails were labelled noise, creating a major drawback for this method. This includes 52% of the phishing dataset, most of which are obvious phishing attacks. With respect to scam detection, 6 of the 14 tags outlined in Table 1 have been grouped fully into distinct clusters. Further, 8 of the 14 tags had datapoints labelled as noise. The worst tag distribution was for Tag-5 (‘quickly restore full access’) which is spread over 4 clusters and noise. The emails spread in different clusters have same organization name and email structure, indicating poor performance for DBSCAN.

Agglomerative Clustering: Agglomerative clustering performs best with $f_{eu}$ and we further analyse the resulting clusters. We identify 44 as the optimal number of clusters for this combination from the parameter sweep (Figure 2a). The cluster size ranges from 12 to 309 with an average of 99 emails per cluster. With respect to the homogeneity of phish/benign emails, 33 of the 44 clusters are either fully phish or fully benign. The worst performing cluster contains 117 emails with 80.34% benign emails and 19.66% phishing emails. The phishing emails in this cluster mostly contain junk text (e.g., non-meaningful text), random words and short phrases that seem to be excerpts from articles or books. It also comprises a few emails that are obvious phishing attempts but are not structured as the majority of phishing emails. With respect to scam detection, 7 of the 14 tags outlined in Table 1 have been grouped fully into distinct clusters. The worst tag distribution is for Tag-13 (‘safety and integrity’) which is spread over 4 clusters. Similar to K-Means clustering, the emails placed in different clusters have a similar email scam and outline but impersonate a different organization.

4.3 Summary
The quantitative analysis shows promising results for using unsupervised clustering to group phishing emails by the underlying scams. With respect to overall performance, we see that K-Means performs better with most feature sets. We also identify Agglomerative Clustering + $f_{es}$ as the best combination to identify phishing scams in a dataset. We observe that feature sets comprising of both BERT vectors for the email body text and the subject-line topic models performed better, especially for K-Means and Agglomerative clustering. Both these features are context-oriented and support our approach of using context-based features. This is further reinforced by the results which show that the baseline consisting of only header and URL features, without any context information, performs much worse than those with contextual information. Another important observation we make is that the internal evaluation scores, in general, were lower for all three clustering methods indicating poorly-formed overlapping clusters. This can be attributed to the nature of our data and a generally high overlap in phishing email structures and text. This result is also expected since sophisticated AI filters do struggle in classifying phish, as they may look very similar to legitimate emails.

Phish/benign homogeneity. The clusters resulting from the three clustering algorithms show good performance with an overall average purity of 98.65%. Most of the phishing emails grouped in benign clusters are observed to have short text, random words and phrases that seem to be excerpts from articles or books. The text in these emails is more similar to the Enron emails, which correspond to day-to-day interactions between employees, that the usual structure and vocabulary of phishing emails.

Scam tags. For the distribution of scam tags, all three algorithms were able to identify and fully separate at least 6 of the 14 tags. We observe that tags 5 and 13 were particularly hard for the algorithms to cluster. This can be attributed to a higher variation in the emails of these scams, like different organization names and vocabulary.

5 CONCLUSION
This paper attempts to explore the feasibility of grouping reported phishing emails, based on certain similarities, to help organizations and IS teams efficiently mitigate phishing attacks. We conduct a comparative study on different combinations of clustering methods and feature sets for the identification and grouping of phishing scams from an email dataset. We extract a combination of contextual and semantic features from emails and perform three clustering algorithms (K-Means, DBSCAN, and Agglomerative) with seven distinct feature sets. Using a range of internal and external validation methods, we identify that K-Means clustering performs relatively better than the other two. We identify the best clustering combination to be Agglomerative Clustering with Feature Set
Table 4: K-Means Cluster Comparison

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>ARI</th>
<th>AMI</th>
<th>Validity</th>
<th>Purity</th>
<th>Silhouette</th>
<th>DBI$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_b$ (56)</td>
<td>0.190</td>
<td>0.441</td>
<td>0.535</td>
<td>0.983</td>
<td>0.631</td>
<td>0.983</td>
</tr>
<tr>
<td>$f_e$ (64)</td>
<td>0.851</td>
<td>0.817</td>
<td>0.836</td>
<td>0.975</td>
<td>0.105</td>
<td>0.352</td>
</tr>
<tr>
<td>$f_{eh}$ (50)</td>
<td>0.805</td>
<td>0.788</td>
<td>0.806</td>
<td>0.980</td>
<td>0.120</td>
<td>0.332</td>
</tr>
<tr>
<td>$f_{eu}$ (60)</td>
<td>0.818</td>
<td>0.803</td>
<td>0.822</td>
<td>0.972</td>
<td>0.096</td>
<td>0.353</td>
</tr>
<tr>
<td>$f_s$ (70)</td>
<td>0.853</td>
<td><strong>0.825</strong></td>
<td><strong>0.843</strong></td>
<td>0.985</td>
<td>0.098</td>
<td><strong>0.365</strong></td>
</tr>
<tr>
<td>$f_{su}$ (56)</td>
<td>0.826</td>
<td>0.779</td>
<td>0.798</td>
<td>0.981</td>
<td>0.098</td>
<td>0.355</td>
</tr>
<tr>
<td>$f_{esh}$ (49)</td>
<td><strong>0.855</strong></td>
<td>0.811</td>
<td>0.828</td>
<td>0.986</td>
<td>0.090</td>
<td>0.369</td>
</tr>
<tr>
<td>$f_{eshu}$ (35)</td>
<td>0.817</td>
<td>0.780</td>
<td>0.795</td>
<td>0.980</td>
<td>0.076</td>
<td>0.340</td>
</tr>
</tbody>
</table>

Table 5: DBSCAN Cluster Comparison

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>ARI</th>
<th>AMI</th>
<th>Validity</th>
<th>Purity</th>
<th>Silhouette</th>
<th>DBI$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_b$ (28)</td>
<td>0.174</td>
<td>0.358</td>
<td>0.411</td>
<td>0.982</td>
<td>0.365</td>
<td>0.712</td>
</tr>
<tr>
<td>$f_e$ (45)</td>
<td>0.649</td>
<td>0.745</td>
<td>0.768</td>
<td>0.993</td>
<td>0.032</td>
<td>0.743</td>
</tr>
<tr>
<td>$f_{eh}$ (45)</td>
<td>0.648</td>
<td>0.744</td>
<td>0.768</td>
<td>0.992</td>
<td>0.017</td>
<td>0.725</td>
</tr>
<tr>
<td>$f_{eu}$ (51)</td>
<td><strong>0.652</strong></td>
<td><strong>0.770</strong></td>
<td><strong>0.793</strong></td>
<td>0.993</td>
<td>0.003</td>
<td>0.783</td>
</tr>
<tr>
<td>$f_s$ (45)</td>
<td>0.643</td>
<td>0.740</td>
<td>0.763</td>
<td>0.992</td>
<td>0.014</td>
<td>0.719</td>
</tr>
<tr>
<td>$f_{su}$ (47)</td>
<td>0.641</td>
<td>0.745</td>
<td>0.767</td>
<td>0.992</td>
<td>0.010</td>
<td>0.716</td>
</tr>
<tr>
<td>$f_{esh}$ (46)</td>
<td>0.634</td>
<td>0.738</td>
<td>0.762</td>
<td>0.992</td>
<td>0.007</td>
<td>0.709</td>
</tr>
<tr>
<td>$f_{eshu}$ (46)</td>
<td>0.629</td>
<td>0.767</td>
<td>0.789</td>
<td>0.992</td>
<td>-0.021</td>
<td>0.736</td>
</tr>
</tbody>
</table>

Table 6: Agglomerative Cluster Comparison

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>ARI</th>
<th>AMI</th>
<th>Validity</th>
<th>Purity</th>
<th>Silhouette</th>
<th>DBI$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_b$ (48)</td>
<td>0.206</td>
<td>0.447</td>
<td>0.530</td>
<td>0.980</td>
<td>0.631</td>
<td>0.967</td>
</tr>
<tr>
<td>$f_e$ (54)</td>
<td>0.747</td>
<td>0.780</td>
<td>0.798</td>
<td>0.987</td>
<td>0.133</td>
<td>0.388</td>
</tr>
<tr>
<td>$f_{eh}$ (59)</td>
<td>0.735</td>
<td>0.784</td>
<td>0.801</td>
<td>0.987</td>
<td>0.132</td>
<td>0.384</td>
</tr>
<tr>
<td>$f_{eu}$ (52)</td>
<td>0.752</td>
<td>0.783</td>
<td>0.801</td>
<td>0.987</td>
<td>0.127</td>
<td>0.374</td>
</tr>
<tr>
<td>$f_s$ (44)</td>
<td><strong>0.867</strong></td>
<td><strong>0.835</strong></td>
<td><strong>0.848</strong></td>
<td>0.987</td>
<td>0.104</td>
<td>0.351</td>
</tr>
<tr>
<td>$f_{su}$ (44)</td>
<td>0.862</td>
<td>0.823</td>
<td>0.838</td>
<td>0.988</td>
<td>0.103</td>
<td>0.349</td>
</tr>
<tr>
<td>$f_{esh}$ (44)</td>
<td>0.835</td>
<td>0.820</td>
<td>0.833</td>
<td>0.988</td>
<td>0.106</td>
<td>0.363</td>
</tr>
<tr>
<td>$f_{eshu}$ (34)</td>
<td>0.760</td>
<td>0.786</td>
<td>0.800</td>
<td>0.987</td>
<td>0.091</td>
<td>0.333</td>
</tr>
</tbody>
</table>

4 comprising the BERT vectors for the email body text and the subject-line topic models. Our paper shows that by grouping together emails of similar scams we can significantly reduce the load on the IS staff, who can now respond to a fewer number of clusters rather than each individual email. We also show that unsupervised clustering is a promising approach for such scam grouping. Such a clustering model can greatly help IS staff and support teams better manage phishing reports, and help users get relevant and useful advice in a timely manner.
Future directions for this work include adapting the algorithms to newer datasets. Phishing scams have also evolved resulting in new scam types. Conducting more experiments on newer datasets and reported phishing datasets can give very useful insights. The experimental results show that for both K-Means and Agglomerative clustering, adding header and URL features to the feature sets causes a drop in the accuracy score. This result is surprising because, in general, both URL and header features are considered important features in phishing research and have been widely used in various tasks. In our future work, we want to find more efficient ways to represent and utilize these features. Another important observation made is that most phishing emails clustered with benign emails were short text emails, some with random words and junk text. An important future research direction is to define a semantic or coherence score to identify such scams. Further, the results indicate that the algorithms used provide a low Silhouette and DB score, which usually indicates overlapping within the clusters. Thus there is a possibility that we have closely-related scams separated into different clusters, such as those with different organization names. In our future work, we plan on using alternate techniques like soft-clustering algorithms to address this issue.
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We propose two algorithms, and both use the same set of parameters. We first generate a topic model from the subject lines and then use the keywords corresponding to each topic to generate topic vectors. Using this algorithm, we generated 30 topics and 20 keywords per topic (i.e., $n=30$ and $x=20$). Algorithm 2 provides the pseudocode for generating topic vectors from the model generated in Algorithm 1. Here we use a bag-of-topics approach, where we count the number of keywords in each topic that occur in the subject line.

**Algorithm 1:** genSLTopics($S, n, x$)

Output: $TM$, set of topics with corresponding keywords

1. $T \leftarrow \{\}, TM \leftarrow []$
2. foreach $s \in S$ do
   3. $T_s \leftarrow$ gen3Grams($s$)
   4. $T \leftarrow T \cup T_s$
   5. $T_{bert} \leftarrow$ getBertEmb($T$)
   6. $C_n \leftarrow$ applyKMeans($n, T_{bert}$)
   7. foreach $c \in C_n$ do
      8. $K_c \leftarrow$ getTopXkeywords($c, x$)
      9. $TM \leftarrow TM.append(K_c)$
10. return $TM$

**Algorithm 2:** genSLVectors($S, n, x$)

Output: $V$, set of subject line vectors

1. $V \leftarrow []$
2. $TM \leftarrow$ genSLTopics($S, n, x$)
3. foreach $s \in S$ do
   4. $V_s \leftarrow []$
   5. foreach $T \in TM$ do
      6. $k \leftarrow 0$
      7. foreach $kw \in T$ do
         8. if $kw \in s$ then
            9. $k \leftarrow k + 1$
      10. $V_s \leftarrow V_s.append(k)$
   11. $V \leftarrow V.append(V_s)$
12. return $V$

## A SUBJECT TOPIC MODEL

To create context-based representation vectors for the subject line, we first generate a topic model from the subject lines and then use the set of preprocessed subject lines (Section 3.1.2); $n$, the number of topics to be generated; and $x$, the number of top keywords to be extracted from a topic. Algorithm 1 provides the pseudocode for topic model generation, the resulting output would be the set $TM$ of $n$-topics, where each element is the set of the top $x$ keywords for a topic. Using this algorithm, we generated 30 topics and 20 keywords per topic (i.e., $n=30$ and $x=20$). Algorithm 2 provides the pseudocode for generating topic vectors from the model generated in Algorithm 1. Here we use a bag-of-topics approach, where we count the number of keywords in each topic that occur in the subject line.

**Algorithm 1:** genSLTopics($S, n, x$)

Output: $TM$, set of topics with corresponding keywords

1. $T \leftarrow \{\}, TM \leftarrow []$
2. foreach $s \in S$ do
   3. $T_s \leftarrow$ gen3Grams($s$)
   4. $T \leftarrow T \cup T_s$
   5. $T_{bert} \leftarrow$ getBertEmb($T$)
   6. $C_n \leftarrow$ applyKMeans($n, T_{bert}$)
   7. foreach $c \in C_n$ do
      8. $K_c \leftarrow$ getTopXkeywords($c, x$)
      9. $TM \leftarrow TM.append(K_c)$
10. return $TM$

**Algorithm 2:** genSLVectors($S, n, x$)

Output: $V$, set of subject line vectors

1. $V \leftarrow []$
2. $TM \leftarrow$ genSLTopics($S, n, x$)
3. foreach $s \in S$ do
   4. $V_s \leftarrow []$
   5. foreach $T \in TM$ do
      6. $k \leftarrow 0$
      7. foreach $kw \in T$ do
         8. if $kw \in s$ then
            9. $k \leftarrow k + 1$
      10. $V_s \leftarrow V_s.append(k)$
   11. $V \leftarrow V.append(V_s)$
12. return $V$