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ABSTRACT

Patching software theoretically leads to improvements including
security critical changes, but it can also lead to new issues. For Sys-
tem Administrators (sysadmins) new issues can negatively impact
operations at their organization. While mitigation options like test
environments exist, little is known about their prevalence or how
contextual factors like size of organization impact the practice of
Patch Management. We surveyed 220 sysadmins engaged in Patch
Management to investigate self-reported behaviors. We found that
dedicated testing environments are not as prevalent as previously
assumed. We also expand on known behaviours that sysadmins per-
form when facing a troublesome patch, such as employing a range
of problem solving behaviours to inform their patching decisions.
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1 INTRODUCTION

Patches (a.k.a. software updates) change existing software with the
goal of improving it in some way, such as correcting a security vul-
nerability or adding a new feature. However, software can behave
very differently on different systems, setups, and configurations.
Updates sometimes change software in undesirable ways that are
not necessarily known to the vendor ahead of patch release, such as
a Windows update unexpectedly deleting files [1]. Such changes can
be incredibly annoying for individuals, but when they happen to an
organization they can impact key functions. For example: Google
search going offline [11]; Microsoft Office tools going offline [42];
or even Akamai’s DNS becoming buggy resulting in many sites
effectively going offline [49]. Such problematic patches can cause
serious consequences for an organization as well as their direct and
indirect customers.

The potential for problems with patches means that automati-
cally installing all patches as they are released is simply too risky
for most organizations. Instead they employ System Administrators
(sysadmins) who, among other tasks, engage in Patch Management
where they monitor for new patches being released, prioritize them,
decide if and when to install them, prepare for the update, test
for potential problems, and then troubleshoot any resulting issues.
The decisions such sysadmins make can have a large impact on
the security of their organizations as well as the productivity of
the staff they support [31]. A problematic patch can bring down
business essential services, causing revenue losses or interruptions
to colleagues’ working practices [16]. On the other hand, if sysad-
mins delay or avoid a patch, they leave their systems vulnerable to
attack [8, 17] which can similarly negatively impact a business.

Recent work has studied the processes sysadmins go through
when engaging in Patch Management [37, 54]. Like other aspects
of system administration, Patch Management requires significant
coordination among sysadmins [16]. Sysadmins also rely on a wide
range of information sources when making their decisions and trou-
bleshooting problems [28, 39]. These works highlight that sysad-
mins work hard to make good decisions in the face of uncertainty
caused by unknown patch impacts. Gaining information is a key
part of how they manage issues as well as using resources such
as dedicated testing environments and online communities where
they can learn from the experiences of peers.

While most sysadmins roughly go through a similar process
when patching, contextual factors like the size of their organization
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and the types of systems they administer likely have an impact on
how they approach Patch Management. A sysadmin working for a
large organization likely has access to a test system that mirrors the
production servers, giving them the ability to approach patching
differently from someone who works for a small organization that
only uses Windows clients and has limited testing infrastructure.
To test this theory, we conducted a survey of 220 sysadmins who
engage in Patch Management related tasks. We combined existing
work on sysadmin patch practices to structure the survey and pro-
vide answer options likely to match most sysadmins’ situations.
We then examined how working contexts such as organization size
and type of system administered impacted self-reported patching
practices. By combining both the behaviours explored by previ-
ous survey works [37, 54] and qualitative works [16, 17, 28] we
are able to provide a comprehensive view of patching behaviours,
confirming and extending upon previous observations and results.
The comparatively large survey sample compliments and expands
on prior work findings, and our research questions are as follows:

RQ1 Which practices do sysadmins engage in during the different
stages of the patching process, and how prevalent are the
practices?

RQ2 How does the work context of a sysadmin (e.g. organization
size, system type supported) impact patching practices?

Our results indicate that generally sysadmins’ approach to Patch
Management remains consistent across work contexts. When a
patch causes issues, sysadmins will work closely with their col-
leagues and external communities to problem solve issues. A finding
that is consistent with an earlier content analysis of a long-running
email list serve dedicated to patch management [28]. Our work
shows that their finding holds for the wider patching community
and is not isolated to the observed community of practice [64].
Participants in previous research [37, 54] mentioned using dedi-
cated testing environments as a risk management approach. While
testing is widely considered best practice, our results show that
dedicated test environments are not prevalent and many admins
test on a couple of machines or conduct staged deployment instead.
We observe that sysadmins turn to online community spaces such
as blogs, mailing lists, or subreddits to supplement the information
available to them before patching or when trying to troubleshoot
issues. We find that these communities remain a source of knowl-
edge in the post-installation stage. Previous work has found that a
common response to an error-inducing-patch was to uninstall it
from the affected system [37]. Our results indicate that admins will
attempt to problem solve any issues by looking to external online
sources, like forums, or perform on-site debugging with their col-
leagues to find a solution, which aligns with their known role of
being ‘technical brokers’ [60] that gather and apply information
about the systems they manage.

We recommend that guidance around Patch Management keep
in mind that sysadmins have a range of testing resources available
to them, and many are unable to conduct dedicated testing before
deployment. Future work might consider the value of different
types of testing in terms of costs and finding issues, especially when
combined with readily available online community information.
Future work should also be focused on developing tools which
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facilitate the debugging and collaboration found within these online
sources [28, 29].

2 RELATED WORK

To frame our work we will provide some background on how vulner-
abilities and Patch Management relate. We also detail the literature
on sysadmins, their working practices, involvement in cybersecu-
rity related tasks, and their roles in the Patch Management process.

2.1 Vulnerabilities and Patch Management

To maintain the security of their systems and users, organizations
employ a number of distinct and complementary practices. One
such practice is Vulnerability Management (VM), where potential
vulnerabilities are actively detected, reduced, or eliminated. Patch
Management is theoretically the optimal way to manage vulnera-
bilities, since a patched vulnerability is removed and can no longer
be exploited. Hence it is the approach recommended by groups like
the NCSC [44] and NIST [40].

Advice provided by both cybersecurity professionals and gov-
ernment guidance states that the ideal state is for a system to have
all software updated to the latest versions [26, 45, 47]. However
studies have found that organizations are far from achieving this
goal [18, 36, 43, 48]. For example, Setayeshfar et al. [48] examined
the patching behaviours of a single enterprise, analyzing 113,675
unique programs used by 774 computers over a 3 year period. They
found that the application of updates could range from 10 minutes
to several years. Time is critical Patch Management metric, known
as “time to patch”, since once a vulnerability has been publicly
disclosed the volume of attacks using that vulnerability increase by
five orders of magnitude. Cyber criminals monitor for new patch
announcements and use the information in the patch to design
attacks that target the patched vulnerability [9]. In other words, a
patch release is effectively a detailed announcement of the existence
of a vulnerability, so patching quickly is vital to ensure the patch is
in place before criminals can create attacks. Research has shown
that the decision to delay patching can result in months or even
year-long windows of vulnerability [36, 48].

Automating the deployment of patches is not sufficient due to
the socio-technical aspects relevant to patching decisions [15, 43,
48, 50]. Previous research [37, 54] and government guidance [40,
45] routinely states that testing patches before installation is best
practice. Testing could come in the form of staged deployment, or
the use of a dedicated testing environment. The systematic Patch
Management literature review by Dissanyake et al. [15] identified 14
socio-technical challenges to software security Patch Management,
including the impact of organizational policies, the need for human
expertise, and the difficulties in coordination and collaboration
around patch deployments. These common challenges delay the
application of patches and are detrimental to a system’s security
as they increase the time to patch and therefore the window of
vulnerability.

The race to apply patches before they are actively exploited is
countered by the opposing risk of applying updates to system that
inadvertently introduce new “bugs” and hence impact business
essential operations [8, 15, 50].
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2.2 System Administrators and Working
Practices

The day-to-day management of IT systems for many organiza-
tions and customers is delivered by sysadmins, either organised
into distinct teams with a specific service focus (i.e. Network Ad-
ministration) or by a sole administrator. Sysadmins are considered
“Broker Technicians” [60] because they gather information and put it
in context allowing them to translate between infrastructure users
and the developers of the technology in the context of the wider
technical community. Information sources are highly valuable to
sysadmins in their day-to-day work, as users express requirements,
which must be translated into a technical query to the wider com-
munity, and then any response and action must again be translated
for their organization and stakeholders.

The earliest attempt at understanding the complexities of Sys-
tem Administration at scale was by Hrebec and Striber [25] in 2001,
who developed a survey (N = 54) to investigate sysadmins’ mental
models and situational awareness. They found that sysadmins do
not fully understand the systems they administer, with an average
reported understanding of around 77%. The result speaks to the
non-homogeneous and complex nature of modern IT infrastructure.
Additionally, when asked how they fix problems they are unfamiliar
with, responses included research and investigation of documenta-
tion (24%) and experimentation with the system (37%). Sysadmins
also reported conducting research online with newsgroups (44%)
and consulting personal networks and contacts to find relevant ex-
pertise (25%). The results highlighted the wide range of sources and
approaches that sysadmins take when managing large complicated
systems.

The majority of what is known regarding the working practices
of sysadmins is detailed in a series of ethnographic studies [3-7, 22—
24, 30, 38] conducted in the early 2000s, and later compiled into a
book [31]. The authors detail numerous lessons learned from their
observations, including a reliance on developing and adapting best
practices or tools to suit sysadmins idiosyncratic working contexts.
Sysadmins would continually develop practices with varying lifes-
pans ranging from one-time use to an organization-wide standard.
Where they were unable to find a suitable tool or example, they
would construct or adapt something suitable. The authors find that
system administration is fundamentally a collaborative endeavour
as modern IT systems are constructed from numerous distinct sys-
tems managed between numerous teams of admins with different
but complementary expertise and focus. For example, handling a
reported phishing email might involve admins associated with fire-
walls (block links), email server (remove email), computer accounts
(reset compromised accounts), and security (identify threats) [2].
Such collaboration across teams is a common event for sysadmins.

Given the complex and high-risk environment of sysadmins’
work, they value tools’ accuracy, verification, reliability, and cred-
ibility as well as the information they produce [58]. As a result,
sysadmin tools require an alternative design approach to those used
by end-users [59]. For example the authors highlight the need for
tool “flexibility” and “scalability” to suit the working practices of
sysadmins who will work with their own unique systems which
continually change and represent a diverse range of components.
Velasquez and Durckiova [57] discussed the relationship between
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task complexity and the need for verification information. Essen-
tially, sysadmins are likely to engage in information seeking be-
haviours when confronted with a complex technical issue, taking
in information and translating it to their contexts, and validating
that actions performed have had the intended result.

More recently, we have seen the impact of the COVID 19 pan-
demic on their working practices [32]. Sysadmins’ work is inher-
ently collaborative [31] and the work-from-home nature of the
pandemic resulted in challenges around coordinating their actions
with others.

2.3 Sysadmins and Security

The security of organizations particularly rests on sysadmins given
their role of system maintenance and upkeep. For example, sysad-
mins can influence their system and its users security through
configuration errors [14, 65, 66], and with the implementation of
SSL [20], HTTPS [35, 55], and firewalls [62].

Security orientated sysadmins and their work practices differ
from those in a non-security context. This difference is related to
the nature of cybersecurity, requiring a steeper learning curve and
a more reactive approach to events that are high risk and complex,
resulting in a stronger focus on collaboration [22, 30].

2.3.1 Sysadmins and the Patching Process. Balancing the costs, ben-
efits, and risks of patching has been an ongoing point of research.
Shostack detailed the balancing act that is at the heart of patch-
ing decisions made by sysadmins, as they weigh out and compare
the potential risks associated with installing a patch to a business
essential systems against the security risks of not installing and
leaving a vulnerability with the system [50]. This work was influ-
enced by the work of Beattie et al. [8], who developed a model to
identify the optimal time for an update to be applied. Their model
found that the optimal update times in 2002 fell on 10 and 30 days
following the initial release of a patch. Upon release patches may
contain errors which are then found as people install the patch
and corrected through the release of hotfixes. By waiting to install
sysadmins can install the corrected version, they can also tap into
their personal networks to learn what impacts the patch is having
on other systems before making installation decisions.

While developing a distributed framework for deploying patches,
called Mirage, Cameri et al. surveyed 50 sysadmins [12] in 2007.
Their results showed that patching is a regular occurrence with 90%
of respondents handling patches at least once a month. Furthermore,
70% reported delaying the installation of an update and the average
failure rate of patches was reported to be 8.6%.

More recently we have seen research that has focused solely
on sysadmins and Patch Management, with Li et al. [37] conduct-
ing a survey (n=102) and semi-structured interviews to identify
the typical actions performed by sysadmins during the patching
process. They identified 5 stages of patching, and how the stages
impact patching effectiveness. For example, they observed that due
to a lack of a single centralised hub of patching information, sysad-
mins were forced to search a number of different sources to gather
information on patches. The survey responses included: official
vendor notifications (71%), security advisories (78%), professional
mailing lists (54%), online forums (53%), news (39%), and blogs (38%).
When asked how they would handle patches which cause errors,
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just under half of respondents (47%) reported they would uninstall
the update, which may leave their systems open to compromise.
This work was extended upon by Tiefenau et al. [54], who showed
similar results with a smaller survey (n=67) of a predominantly Eu-
ropean sample of sysadmins. They identified a number of additional
obstacles including the scheduling of necessary system downtime
for patch installation (88%). An interesting observation from their
results was that 55% of respondents reported that post-deployment
errors from updates were a minor concern, with only 8 participants
strongly disagreeing with this statement.

Jenkins et al. [28] analysed the the PatchManagement.org mail-
ing list, which self-describes as the first industry mailing list focused
on the discussion of Patch Management and related topics. Using a
qualitative analysis of the emails posted, they identified themes such
as “Errors and Troubleshooting” where sysadmins would discuss
issues faced during that month’s patching schedules and negotiate
the suitability of potential workarounds available to them. Addi-
tionally, “Patch Prioritisation” was identified as a large topic, where
email threads would be generated around released patches and dis-
cussion of the most security critical updates to install. The authors
also identified that the mailing list was an online Community of
Practice [64] created from the need for such information given the
complexity of patching information and errors.

Martius and Tiefenau [39] focused on release notes of patches
and the information sysadmins found useful to inform their patch-
ing decisions. To do so they compiled information that was con-
tained within release notes and constructed two surveys (n=41 &
n=16) of sysadmins to identify what information was regarded as
important. The results showed that 68% of sysadmins found the
lack of patch information made the task of patching more difficult,
and that Known Issues regarding a patch were highly valued. Addi-
tionally, the authors noted the lack of standards regarding patch
release note contents, resulting in an additional complexity due to
managing multiple systems and software components.

Dissanayake et al. [16] used grounded theory to investigate the
role of coordination when handling patching decisions. The data
was gathered from two organizations over 9 months, with obser-
vations of 51 patch orientated meetings. Their work highlights
the intricacies within patching, such as the impact of constraints
which caused disruption in coordination. A good example is legacy
software dependencies which pose a security risk and create break-
downs in the update process, as these dependent systems need to be
updated before any new patches can be applied. Additionally, a lack
of automated support caused further delays or breakdowns as team
members were forced to spend hours manually sorting, searching,
and addressing errors or issues raised during the patching process.
The second work [17] complements these findings by using a mixed
methods approach to identify why and how patches can be delayed
during the patching cycle for two organizations within the health-
care sector. Through analysis of 132 delayed patches over 4 years,
the authors were able to highlight valuable reasons as to why such
delays occur. Among the themes identified they found that organi-
zational delays could play a role, such as the impact of policies or
schedules which related to the need for certain impacted services
being accessible and avoiding system downtime due to reboots.

While the above work has provided valuable insights there are
still some important gaps. There is wide agreement that testing
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patches before installation is an effective approach but we don’t
know how common the practice is or if admins have access to
required test setups. Organization structure also clearly plays a role
in decision making, but how often organization policies directly
impact patching choices is still unknown. Prior work also shows
that admins use a range of information sources, but the work also
shows some variation in the type of information used and for what
purpose, further information could clarify this point.

2.3.2  The Patching Process. Patching is not a singular event for
sysadmins, like many of the activities they engage in, it requires
activities like preparation, information gathering, and troubleshoot-
ing. The types of information needed, organizational pressures,
resource needs, and actions taken all are likely different depending
on the part of the patching process the sysadmin is currently in.
Prior work has focused on investigating the Patch Management pro-
cess used by sysadmins and the stages involved [17, 37, 54]. These
stages follow a similar pattern to the patching stages end-users
use [56] though the scale and complexity are quite different. Below
we detail a synthesized version of the stages drawn from prior
work. We highlight the sysadmin’s purpose and goals within each
stage. We use the stages to help structure the survey and select key
high level questions to answer. The stages and related high-level
questions are listed in Table 1.

1. Awareness. The initial stage of patching begins with becoming
aware of the need to patch, or that there is a new patch available.
This information can be found through a number of channels, in-
cluding through vulnerability scanning. Previous research has high-
lighted the wealth of avenues for admins to become aware [28, 37,
39, 54]. This stage is about discovering that a new patch is available,
which is an ongoing process due to the continual release of new ver-
sions and security related fixes. Even vendors like Microsoft, who
famously release patches on a set day each month, release patches
and hotfixes off cycle, requiring admins to continually manage their
awareness.

2. Prioritisation. Once sysadmins and organizations have iden-
tified a need for updates, they must then prioritise which updates
should be applied and what timeline is needed for their timely ap-
plication [17]. This prioritization can include factors such as the
severity of the vulnerability being addressed, the systems involved,
and their integration in the organizations’ day-to-day running.
Additionally, human factors were highlighted, such as access to
integral systems, and factoring in potential downtime resultant
from installation.

3. Deciding. Similar to the previous stage, sysadmins must then
coordinate within their organization to decide when to update. This
process can involve sysadmins working closely with affected parties
to find an ideal timing to minimise security concerns as well as
impacts on business essential services. Other considered factors
include the need for human intervention or the need for complex
coordination of involved parties [17, 37, 54].

4. Preparation. Systems to be patched may not be fully ready for
the installation of updates, hence the technical aspect and patches
themselves must be prepared in advance. Here, sysadmins may
create back-ups of impacted systems or create virtual environments
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to uphold run-time goals (i.e. the ‘five nines’, a systems and its
services should be highly available, and that the downtime is less
than 5 minutes and 15 seconds per year !) for the organization they
serve [37, 54].

5. Testing. Most standards and literature emphasises the need
to test updates before they are applied. This stage can be done
through strategies such as testing on personal machines, or formal
testing procedures on dedicated testing environments to mitigate
the impact of potentially erroneous patches [28, 37, 54]. By testing,
and performing staged roll-out of patches, sysadmins are able to
gradually apply updates in such a way that a complete loss of
systems can be avoided.

6. Installation. Sysadmins will then apply the chosen patches to
their systems in some manner. This stage usually takes the form of
automation where there exits a large number of systems in which
updates are needed [37, 54] or in some instances must be done
manually due to the unique nature of the system and can therefore
contribute to delays in their application [17].

7. Post-installation. Patches may not be perfect, and can intro-
duce unforeseen issues and technical errors which must then be
addressed by sysadmins [29, 37, 54] post-installation. Previous work
has indicated that a quick-fix used is to simply remove the update
from the systems, resulting in a quick fix but also extending and
delaying the remediation of vulnerabilities from the system [37].
However, in doing so workarounds must be sought to mitigate the
potential for the vulnerability to be exploited [28, 29].

The process highlighted above is an adaptable flow which in
practice may not be as linear as we have detailed. Sysadmin are
adaptable and can jump to and from different stages due to infor-
mation revealed in complimentary stages. For example, sysadmins
may prioritize (e.g., stage 2) certain patches due to severity rat-
ings, but they may have to seek workarounds (e.g., stage 6) due to
interruptions arising from the need to keep the intended system
running for business commitments (e.g., stage 3) or due to issues
highlighted during testing of patch quality (e.g., stage 5) [17, 29].

3 METHODOLOGY

We decided to use a survey methodological approach to collect in-
formation from a wide range of geographically dispersed sysadmins.
The survey was designed based on prior work, particularly qualita-
tive work that explored sysadmins’ work practices [28, 37, 54], and
the patch management process stages outlined in Section 2.3.2. Con-
sequently, the survey is designed to extend, confirm, and expand
on the findings of these works.

Below we describe the survey design, sample, and statistical
analysis used. Ethical approval was granted by the Research Ethics
Committee of the School of Informatics, at the University of Ed-
inburgh. All design decisions were made in-line with Edinburgh’s
guidance on ethical survey design.

3.1 Survey Development

Previous research found that sysadmins and other IT Security pro-
fessionals have hectic working practices making them hard to
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source for more involved studies [27, 34]. Therefore, our focus
was to construct a survey that would take participants no longer
than 10 minutes to complete.

Admins can be responsible for a wide range of systems which
may have different management strategies. To ground their answers,
they were asked to select a specific type of system (i.e. Client,
Server, Router, etc.) and answer the questions about that system. We
believed that doing so would reduce the complexity when recalling
the frequency of their patching actions without needing to estimate
across the wide range of technologies they are likely tasked with
managing [31].

The first version of the survey was designed by the first and
second authors to ensure coverage of relevant behaviours and ac-
tions. The questions were then refined in collaboration with the
remaining authors. The survey was piloted with HCI and Usable
Security researchers (N = 8) within our research lab, including
respondents whose first language was not English. Additionally, we
provided an early version of this survey to four people who were
involved in the practice of System Administration, Patch Manage-
ment, or were moderators of sysadmin related forums or subreddits
(N = 4). These pilots were done to clarify wording and ensure that
the survey questions and options covered what practitioners would
expect to see. All comments and feedback were incorporated. The
final survey text is in the supplementary materials as well as the
TULIPS website?.

3.2 Survey Instrument

3.2.1 Organization, Working Context, and Baseline. After asking
for consent, we asked how many distinct organizations sysadmins
manage patches for, to account for those who work for outsourcing
companies. For those who work for more than one organization,
we asked them to select only one when answering the remaining
questions.

We then asked for details about the organization (sector, num-
ber of employees in organization, number of other sysadmins
they worked with). Then the technical environment that they
managed. Including the type of machines (servers, clients, mo-
bile, routers/network, IoT, other), number of machines, and type of
Operating Systems (OSs) managed. Additionally, we asked for the
types of software of components they were in charge of patching
(OS, applications, custom/bespoke, no longer supported by vendor).
No longer supported software was specifically included in the list
as it is known to be more challenging to manage [17].

Finally, we asked respondents to select one of the types of sys-
tems they supported, and to answer all following questions based
on that system and its OS, henceforth refereed to as the “baseline
set-up”. This was done to allow us to compare between groups
based on systems and to investigate any potential differences in
their behaviours.

3.2.2  Patching Behaviours and Actions. This section of questions
was modeled after the stages of the Patch Management process
described in Section 2.3.2. Question wording and options were were
based on the the findings of previous research [15-17, 28, 37, 39, 54].
The first author and second author individually read each of the

2Survey Text: https://tulipslab.org/projects/patch-management/CHI2024-admin-
survey.pdf
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Patching Stage | Question
Awareness When new patches become available, I learn about them through:
Prioritisation When deciding which patches to prioritise for installation or testing, how often do you engage in each of the following?
Deciding Who makes the final decision about installing, not installing, or waiting to install a patch?

In your opinion, how much say do you have in if a patch will or will not be installed?
Preparation When preparing to install patches on a system, how often would you do the the following actions?
Testing When testing patches which of the following test setups do you use?

What most motivated your testing setup

When testing patches, what is considered by your organization? (Only shown if they test patches.)
Installation The deployment of patches is:
Post-Installation | Once a patch has been deployed, to validate that it is working as expected, I will:

When you detect an error after testing or deployment, what actions would you perform?

Table 1: List of patching stages and the related survey questions. Each of the above questions was close-ended, using three
formats: multiple choice (radiobox), multiple answer (checkbox), or a set of Likert options. When appropriate, an “other” option

was also provided that allowed for free text entry.

previous related works, gathering stated behaviours in the articles
and the related methods (i.e. survey instruments and interview
scripts). Once each work had been independently covered by the
authors, we met to aggregate behaviours into the form of questions
grouped by the respective patching stages. The main question text
along with the patching stage it corresponds to can be seen in
Table 1. Questions for Awareness, Prioritisation, and Preparation,
were block questions with the rows being common answers from
prior research and the columns being Likert frequency options
from ‘Never’ to ‘Always’. Questions for Deciding, Testing, and
Post-installation were singular questions with answer options that
were drawn from prior work [16, 17, 28, 37, 39, 54]. Questions, the
behaviours they captured, and their wording were then checked
through Think-Aloud interviews with 2 experts with sysadmins
experience. Finally, questions were checked by moderators of our
chosen subreddits (detailed below) and the PatchManagement.org
mailing list.

We placed a simple attention check question that asked respon-
dents to select the option “Sometimes” in the Preparation question
block. Respondents who failed this attention check were removed
for analysis.

3.2.3 Demographics and Anything Else. Demographics included
information about the respondents’ highest education, gender, ex-
perience with system administration, job title, years in role, and
country they work in. Finally, we ended with an optional open
ended question, which allowed respondents to provide any other
information regarding the patching process that was not captured
within our survey.

3.3 Participant Recruitment

The survey was implemented using Qualtrics and distributed us-
ing an anonymous link. To collect the widest sample of profes-
sional sysadmins possible we took a snowball sampling approach
and recruited through a number of channels known to have previ-
ously been successful in recruiting sysadmins [37, 39, 54]. These
included relevant subreddits on the social media platform Reddit 3,
such as r/sysadmin, r/windows, r/linuxadmin, r/windows10, and
r/windows11. We actively sought approval from moderators from

Shttps://www.reddit.com

all utilised subreddits before posting our survey to avoid breaking
any community norms. Additionally, we shared our survey with the
moderators of PatchManagement.org 4, who circulated the survey
through the mailing list. Moderators for both the mailing list and
the chosen subreddits explicitly asked that the survey instrument
used did not use any from of tracking due to the rules of the re-
spective communities, and the concerns raised regarding responses
being heavily linked with job security and performance. Hence
plain links were used that did not track recruitment source and IP
addresses were not collected.

We also posted our survey to Twitter and encouraged known
security professionals to share the survey to additional relevant
groups or channels.

The survey was active for 2 full weeks, from August 24 to Septem-
ber 7, 2021. These dates were selected to avoid weeks surrounding
and including Microsoft’s Patch Tuesday, as sysadmins are known
to be very busy during that time [28]. We did not provide par-
ticipants with payment or the opportunity of prizes and instead
highlighted our interest in improving the state of patching and
that any published works would be shared with the participating
communities.

During the time that the survey was live, 362 respondents started
the survey, and 224 (61.5%) completed all essential questions. We
removed 4 responses who failed our attention check question, re-
sulting in a final sample of 220. We manually checked the accuracy
and validity of the remaining results of the responses which scored
higher than the recommended value of 30 for the Qualtrics value
‘Q_RelevantIDFraudScore 3. This check resulted in 5 responses
which were checked for consistency of responses and additional
checks were made with the responses submitted in the open-ended
questions. Following these checks, we were satisfied that all 5 re-
sponses were legitimate to the best of our knowledge and were
retained in the final set of 220 responses. The median time for the
survey was found to be 8 minutes and 13 seconds (min=3 minutes
38 seconds, max= 176 minutes 43 seconds). The two responses that
were found to be outliers ( 4 hours 22 minutes, and 7 hours 44 min-
utes) were manually checked. Since their answers seemed logical

*https://www.patchmanagement.org
Shttps://www.qualtrics.com/support/survey-platform/survey-module/survey-
checker/fraud-detection/#RelevantID (N=5)
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and in line with our dataset, they were kept. We believe these times
are participants returning to finish their responses or artefacts of
the timing mechanism within Qualtrics itself.

3.4 Statistical Analysis

Comparisons between groups were made using scipy.stats package,
version 1.3.1 [61]. We used non-parametric Mann-Whitney tests
to compare questions using Likert scores such as for sysadmins’
reports of frequency of behaviours in the Awareness, Prioritisation,
and Preparation stages of the patching process, as seen in Table 1.
For Likert-based questions, which consisted of 7-9 statements, we
used Bonferroni Correction to adjust for multiple comparisons.
We only report results which are statistically significant at the
p < 0.005 level (significance threshold: 0.005 = 0.05 / 10, where 10
is the upper limit of the number of comparisons within one set of
Likert statements). To compare groups for questions which allowed
participants to select a single option, we used Chi-square tests.

4 RESULTS

In this section we detail the respondents’ demographics and their
working contexts, such as the organizations they work for, and the
technical make-up of the environments that they manage. Following
this we detail the responses for actions and behaviours associated
with the patching process, and include some statistical comparisons
based on splitting our sample by organisation size and type of
machine managed.

4.1 Participants

A summary of the participants’ demographics can be found in
Table 2. The vast majority of our responses came from males (86%,
N=190), with only 13 (6%) identifying as female, 2 non-binary, and
1 choosing to self identify. The most common age band reported
was 25-35 (32%, N=71), followed closely by the age bands 35-45
(28%, N=61) and 45-55 (18%, N=40). The majority of participants
had received some form of higher education with a total of 173
(79%) reporting at least attending college, with a Bachelor’s degree
being the most common qualification attained (39%, N=86). The
majority of our sample was from North America (57%, N=126), with
the two largest groups following this being Europe (20%, N=43) and
the UK including Northern Ireland (15%, N=34). Respondents were
generally experienced system administrators with over half having
11+ years of experience (51%, N=112), 46 (21%) with 6-10 years, 36
(16%) with 3-5 years, and 17 (8%) with 2 years or less.

4.1.1 Organizations. Table 3 summarizes the organizations respon-
dents work for. The overwhelming majority manage patches for a
single organization (76%, N=168), however 50 respondents (23%)
reported patching for more organizations, these are likely employed
at an IT outsourcing company. 2 respondents were unemployed at
the time of the survey. Just under two thirds of respondents’ organi-
zations had over 250 employees (N=138; 63%), and 46 (21%) reported
organizations of 50 to 249 employees. The most common sectors
were technology (N=36, 16%), education (N=31, 14%), government
(N=28, 13%), and healthcare (N=20, 9%).

4.1.2  Managed Machines and Software. Table 4 summarizes the
work environments of respondents. The majority reported working
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N | %(2d.p.)

18-25 20 9.09

25-35 71 32.27

35-45 61 27.73

Age 45-55 40 18.18
55-65 11 5.00

Over 65 4 1.82

Prefer not to say 13 5.91

Male 190 86.36

Female 13 5.91

Gender Non-Binary/ Third Gender 2 0.91
Self Identifying 1 0.45

Prefer not to say 14 6.36

North America 126 57.27

UK and Northern Ireland 34 115.45

. Europe 43 19.54
Location of Work X 3 001
Oceania 8 3.64

Caribbean 1 0.45

Prefer not to say 6 2.73

Secondary School or Less 1 0.45

High School 24 10.91

College but no degree 55 25.00

Education Bachelor’s 86 39.09
Master’s 29 13.18

PhD 3 1.36

Other 15 6.82

Prefer not to say 7 3.18

< 1 year 3 1.36

1-2 years 14 6.36

Sysadmin Experience | 3-5 years 36 16.36
6-10 years 46 20.91

11+ years 112 50.91

Prefer not to say 9 4.09

Table 2: Participant Demographics: Age, gender, location of
work, education level, and experience with System Adminis-
tration (N=220).

with colleagues, with only 31 respondents reporting working alone.
Just over a third of respondents reported managing over a thousand
machines (N=82, 37%). Sysadmins in our survey managed a range
of software types, with only 39 (18%) respondents reporting man-
agement of only one type of machine and the majority of these — 31
out of 39 (80%) — managed servers. Servers were the most popular
managed system (N=207, 94%) overall, with client machines being
the next largest group (N=173, 79%). When asked to provide details
regarding the types of software that they managed on their systems,
almost all admins reported OS (N=216, 98%), with applications also
receiving a large proportion of respondents (N=197, 94%). Interest-
ingly, just over a quarter of respondents reported being in charge
of managing software that is no longer supported by the vendor.
The most common OS managed was Windows (N=200, 91%), with
the next being Linux with 138 respondents (63%).

4.2 Patching Behaviours and the Effect of
Organisation and Machine Type

In the following sections, we report claimed patching behaviours,

grouped by patch management process stage (c.f. Table 1—RQ1).

To examine the effect of work context (RQ2), we compared the
frequency of reported behaviour in regards to organisation sizes
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N | %(2d.p.)

Single Organization 168 76.36

2-5 Organizations 21 9.55

No. of Organizations | 6-10 Organizations 8 3.64
11+ Organizations 21 9.55

Unemployed 2 0.91

Business & Professional Services | 17 7.73

Communication & Media 7 3.18

Consumer Staples 15 6.82

Education 31 14.09

Energy 4 1.82

Financial 17 7.73

Organization’s Sector | Government 28 12.73
Healthcare 20 9.09

Manufacturing & Engineering 17 591

Other 18 8.18

Technology 36 16.36

Transportation 6 2.73

Prefer not to say 4 1.82

<10 employees 13 5.91

L. A 10-49 employees 23 10.45
Organization Size 50-249 employees 46| 2091
> 250 employees 138 62.73

Table 3: Organization Demographics: Respondents’ organi-
zations, including size, sector, and number of organizations
the respondents manage patches for, N=220.

N %

0 31 | 14.09

. . 1-5 120 | 54.55

No. Sysadmins work with 10 76 | 11.82
>10 43 | 19.55

1-100 38 | 17.27

101-250 32 | 14.55

No. of Machines 251-500 41 | 18.64
501-1000 27 | 12.27

1000+ 82 | 37.27

Client Machines (Laptops, Desktops etc.) 173 | 78.64

Servers 207 | 94.09

Machine Type Mobile Devices (Phones & Tablets) 82 | 37.27
Routers/Network Appliances 133 | 60.45

Embedded devices/Internet of Things 54 | 24.55

Other 12 | 545

Operating System 216 | 98.18

Applications 197 | 89.55

Software M d Custom/Bespoke inhouse programs 79 | 3591
Software that is no longer supported by Vendor | 61 | 27.73

Other 7| 318

Mac 57 | 25.91

Windows 200 | 90.91

Linux 138 | 62.73

Operating System Managed | iOS 63 | 28.64
Android 55 | 25.00

ChromeOS 7] 318

Other 26 | 11.81

Table 4: Work Contexts: Working environments of respon-
dents, detailing the range and types of machines managed,
the types of software managed, and the OS types managed.
N=220

(large organizations with over 250 employees henceforth refereed
to as LO, N=138, 63%, versus SMEs with 250 or fewer employees
henceforth refereed to as SME, N=82, 37%) and machine type. 50%
of all respondents (N=109) chose to answer the survey in terms of
their work with client machines, while 47% (N=104) chose servers.
There were only 6 (3%) respondents who chose to recall their patch-
ing process for other machine types, with the majority of those
choosing routers and network devices (N=5). From here forward
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we only focus on responses for clients and servers, and we refer to
each group as CA and SA respectively.

4.2.1 Awareness. We asked our respondents to report the frequency
of different potential sources of patch awareness using a Likert scale
(Figure 1). The most frequent response was that respondents ex-
pected the patch because it was released regularly, with just under
three quarters stating most of the time or always (74.9%; N=164).
The least common way to become aware of a patch was by being
notified by the software itself with just over one eighth of respon-
dents indicating that this occurred most of the time or always (12.8%;
N=28).

Microsoft, one of the largest software vendors, regularly releases
patches on the second Tuesday of the month (Patch Tuesday). Other
vendors follow similar patterns, releasing patches on a regular
monthly schedule. This regularity is intended to make it easier for
admins to predict when they will need to spend time patching. The
result that most admins expect patches to be released on a regular
schedule is therefore somewhat expected.

Organization. Sysadmins from the SME are more likely to be-
come aware of patches through notifications from the software itself
than sysadmins from the LO group (Mann-Whitney U(137,82)=4259,
p<0.005). Instead, LO sysadmins were more likely to become aware
of patches that were released during regular patching schedules
(Mann-Whitney U(137, 82)=4410.5, p<0.005). This suggests that
large organisation may have specific patching policies around key
patch release dates, while sysadmins for SMEs are more sensitive
to irregular patches such as hotfixes.

Machine Type. We found no significant differences between CA
and SA groups when it came to awareness of patches. This may in-
dicate that their is an established practices and information sources
for these two device groups when it relates to how admins gain
information about released patches. These practices appear to be
managed and acted upon by the chosen online communities of
sysadmins, with complimentary but idiosyncratic roles during col-
laborative acts by online communities [29].

4.2.2  Prioritization. The prioritization question asked how often
admins used a range of sources to prioritise patches. Findings
are displayed in Figure 2. 68.0% of all respondents (N=149) stated
that they never or sometimes perform formal risk assessments for
patches. Calculating potential downtime of systems was also less of
a concern, with around two thirds stating that they never did it, or
sometimes (65.8%; N=144). Patching policies were used as a guide
prioritization most of the time or always by about half of respon-
dents (54.3% N=119) which is both one of the most commonly used
prioritisation methods, and lower than one might expect given that
patching is a key component of many security guidelines. When it
comes to integrating external information, 59.4% (N=130) respon-
dents never or sometimes prioritised based on guidance from online
sources like forums.

Organization. Patching policy is more likely to play a role in
patch decisions in the LO group than in the SME group (LO median
= 4 (often), SME median = 3 (about half the time); Mann-Whitney
U(137,82)=4300 p<0.005). Sysadmins within the SME group are
somewhat more likely than those in the LO group to factor in
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= Never

Notifications generated by the software, such as a popup -

Patch management software -

Official notifications from vendors - -

External mailing lists, online forums, and social media (e.g. Reddit) -

Tech news and blogs -

Patches are released on a regular schedule, so | am expecting them -

Sometimes
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. Always
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Percentage

Figure 1: Awareness. Answers to the question: “When new patches become available, I learn about them through:”. Results

shown as percentages, N=219.

== Never Sometimes About Half the Time Most of the Time ~ ==m Always
Read about a patch's related CVEs and vulnerabilities - . _
Read patch documenetation and release notes - - _
Read a patch's known issues and workarounds - - _
Seek online advice for which patches to prioritise (forums, blogs etc.) - _ -
Follow a patching policy to guide prioritisation - _ _
Perform a formal risk assessment for a patch or set of patches - _ -
Collaborate with co-workers in deciding which patches to prioritise - _ -
Calculate expected downtime and its likely cost - _ _
Determine if a patch fixes existing bugs in organization's systems - - _
Read about new features and improvements added by the patch - - _

-90 -80 -70 -60 -50 -40 -30 -20 -10 O 10 20 30 40 50 60 70 80 90

Percentage

Figure 2: Prioritization. Answers to: “When deciding which patches to prioritise for installation or testing, how often do you
engage in each of the following.” Answers presented in percentages, N=219.

downtime of affected systems (LO median = 2, SME median = 2;
Mann-Whitney U(137,82)=4463.5 p<0.005), but in both cases, they
are relatively unlikely to do so (median answer for both 2, corre-
sponding to sometimes). This is possibly due to the available when
we compare these two groups, as large and established business
may have more structured security policies, and additionally will be
able to provide additional resources which can dissipate and man-
age the downtime on business essential systems such that impact
is minimally felt.

Machine Type. There were two main differences between sysad-
mins from the SA group and CA group, with 71.2% of SA (N=74)
reporting that they did not rely on external sources to identify and
aid in prioritisation, as opposed to 47.7% of CA (N=52). Admins

in the CA group were also more amenable to seeking online ad-
vice regarding which patches to prioritise (CA median = 3 (half and
half), SA median = 2 (sometimes); Mann-Whitney U(109,104)=3927.5
p<0.005). This result may be due to the popularity of the Windows
OS, making patching related information more accessible with user
reports on social media [28] or through the vendor’s help forums
directly [41]. Furthermore, factors in decisions related to server
patches appear to be based on the organizational setting rather
than the decisions made for client machines which may be more
standardised across different organizations, hence general server
advice is potentially being less applicable to themselves and their
unique servers.

4.2.3 Deciding. We asked who or what made the decision to patch,
not patch, or delay a patch (multi-answer). The overwhelming
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Figure 3: Deciding. Answers to: “Who makes the final decision about installing, not installing, or waiting to install a patch?”
Answers broken down by the type of machine being managed and the organization size. Results shown as percentages, N=220.

response from all admins was that it was themselves or their team
who made the final patching decision (81.4%; N=179). Only 19% of
admins reported that a formal patching policy played a role in their
decision process. Additionally, only 18% reported having input from
their boss, manager, Chief Information Security Officer (CISO), or
another executive from their organization. This result was further
compounded when asking respondents to gauge the amount of say
they have in the decisions regarding a patch, with over two thirds
of admins stating that they had a ‘great deal’ of input (N=151, 69%)
and only 19 respondents (9%) stating they had little to no say in
their organizations’ patching decisions. All responses are displayed
in Figure 3.

Organization. 91.5% of the SME group (N=75) state that they or
their team had responsibility for patching decisions as opposed
to 75.4% of sysadmins within the LO group (N=104; c.f. Figure 3).
Decisions from the LO group appeared more centralised and driven
by policy: 21.7% (N=30) of sysadmins in LO reported an influence of
their managers, compared to the SME group with 13.4% (N=11). Fur-
thermore, 21.7% (N=30) of LO respondents indicated that patching
policy impacted decisions, compared to SME’s 14.6% (N=12). Some
SME sysadmins reported customer influence on patching decisions
(6.1%; N=5), while this was almost never the case in LO (0.7%; N=1).

Machine Type. There was little difference in perceived input in
patching decisions scores between that of CS sysadmins and SA
sysadmins. Both client and server sysadmins reported that they or
their team had the main say in patching decisions.

4.2.4  Preparation. Scheduling a suitable time to patch in collab-
oration with impacted users was a regular occurrence with 71.8%

of all respondents reporting that they did this most of the time
or always (N=158). Interestingly, many of the other actions which
involved changing or modifying components were considered rare
events, with the majority of respondents selecting ‘Never’ or ‘Some-
times’. This included the modification of deployment scripts (81.4%;
N=179), configuration files (86.4%; N=190), or settings for third
party patching tools (80.9%; N=178). Surprisingly, the action which
appeared to split the respondents was the frequency of making
back-ups of their systems, with just over half indicating this was a
regular occurrence (55.0%; N=121), as seen in Figure 4.

Organization. There appeared to be little differences between the
frequency of reported actions by organization size and we found
no significant differences.

Machine Type. Backing up the system before patching differed
between CA and SA sysadmins. A larger proportion of CA group
reported this to be a rare occurrence (50.5%; N=55), compared
to SA sysadmins who stated this was regular occurrence (66.3%;
N=69). This difference was statistically significant (Mann-Whitney
U(109,104)= 4059.5, p < 0.005). This result may be due to the fact that
sysadmins working with servers may have greater access to backup
infrastructure and machines than sysadmins updating client ma-
chines. Client machines may include work laptops taken between
work and home, limiting direct access and leaving management
and the application of patches up to the individual user [32].

4.2.5 Testing. We asked sysadmins to indicate all the patch test se-
tups they use. Overall, we found that only 12% (N=26) reported that
no testing was used. Around half reported using staged deployment
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Schedule a suitable patching window with impacted people - . ! _
Identify software and firmware dependencies - - : -

Modify custom deployment scripts -

Modify software configuration files -

Modify settings for third-party patching tools - _ : l
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Figure 4: Preparation. Answers to the question: “When preparing to install patches on a system, how often would you do the
following actions?” Answers presented as percentages, N=220.
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Figure 5: Testing setups used broken down by size of the organization (Large or SME) and the type of system being managed
(clients or servers). Multiple answers allowed. Answers of “Other” excluded from graph for readability.
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(N=107) as part of their testing process. Dedicated test environ-
ments were not as prominent as previously thought [37], with just
over a third of admins reporting access to one (36.4%; N=80) as part
of their testing process. When asked what motivated their testing
set-up, the answers were quite split. “Resource availability” was
the most popular option with 25.9% of all admins (N=57); 21.8%
(N=48) stated that their patching policies motivated the set-up; and
23.6% (N=52) reported that they were motivated by patches rarely
causing errors.

Organizations. When we compare the test setups used by orga-
nization size (c.f. Figure 5), a greater proportion of admins from LO
(57.2%; N=79) report using staged deployment when compared to
SME group (34%; N=28). Another clear difference can be seen in
motivations for testing set up, with a greater percentage of admins
from LO stating that patching policies motivated their setup (27.5%;
N=38) compared to the SME admins(12.2%; N=10). Moreover, 30%
(N=25) of SME admins reported that patches rarely caused errors as
a motivator compared to large organizations with only 18% (N=25).
Organization size was found to influence the reasons selected by
admins to justify their chosen testing set up, with a significant
difference between selections made by admins from SME and those
from the LO group (y%(4, N=213) = 10.4, p < 0.05).

Machine Type. There is a clear difference between CA and SA
sysadmins’ use of dedicated test environments. Only around 27%
(N=29) of CA report using test environments, compared to almost
half of SA (46.2%; N=48). 14% of SA sysadmins (N=15) reported
no testing compared to the CA group (9.2%; N=10). There is no
difference by machine type in the reasons cited for using a particular
set up (x%(4, N=207) = 2.2, p > 0.5). This result suggests that the
testing set-up is influenced more by organization size than by type
of machine administered. Since small and large organizations likely
have differences in budget, resources, and formality of processes
available to sysadmins, this result makes sense.

4.2.6 Installation. We asked participants to estimate the level of
automation they use in the deployment of patches using a Likert
scale. 60% (N=129) of respondents stated that their deployment was
“Mostly Automated”. The least popular option was “Fully Manual”
(5%; N=10). This results makes sense given the growing trend of
automation. Prior work has highlighted that patch installation still
needs input from a human expert to make decisions [15, 17, 31]. This
observation is likely why “Fully Automated” was a more common
approach than being "Fully Manual", but still less than both hybrid
approaches (15.7%; N=34).

Organizations. “Mostly Automated” patch management is re-
ported by 67% (N=91) of respondents from the LO group and 47%
(N=38) of respondents from the SME group. SME sysadmins are
more likely to resort to automated and manual patch management
equally often (SME: 20% (N=16), large organization 4% (N=6)). This
difference in behaviour was statistically significant (Mann-Whitney
U(135,81) = 4280.5, p < 0.05))

Machine Type. There was no statistical differences found be-
tween the admins of CA group and SA group.

4.2.7 Post-Installation. Since one risk of patch installation is the
introduction of errors or problems into the system, we also asked
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about how admins monitor for issues and how they respond if
an issue is identified. The most popular response in regards to
validating that a patch is working was to monitor user reports (80%,
N=174), closely followed by monitoring online sources for reported
issues (66.4%, N=146). Respondents were notably less reliant on
vendor actions such as announcements (44%; N=96), or changes
in patch documentation (24%; N= 52). This result matches prior
work observations that admins remain vigilant to online sources
to detect potential patch problems [28] and do not solely rely on
official and internal channels.

Our final question asked about reactions once an error with a
patch has been identified. The most popular strategy was to inves-
tigate the cause and scope of the error with 77% (N=169). Checking
patch documentation (67.3%; N=148) and reading or asking for help
from online sources (66.8%; N=147) were also widespread. Inter-
estingly, only 22.3% (N=49) of all responses reported immediately
uninstalling the offending patch. Findings are summarised in Fig-
ure 6.

Organization. Sysadmins for SME and LO groups monitor patch
performance in very similar ways. However, they differ in their
troubleshooting strategies. Raising a ticket with the vendor was
reported by only 23.2% (N=19) of SME sysadmins compared to
52.2% (N=72) of sysadmins with the LO group. Additionally, SME
sysadmins more often used online forums for help and advice (73.2%;
N=60) compared to sysadmins from LO (63%; N=87).

Machine Type. Differences between machine type are similar to
those we saw between types of organizations. Fewer sysadmins of
the CA group raised tickets with the vendor (33%; N=36) compared
to server sysadmins (49%, N=51). CA sysadmins also used online
sources to monitor for issues (75%, N=82; SA: 59.7%, N=62), and
seek advice (CA: 73.4%, N=80; SA: 63.5%, N=66) more often.

5 DISCUSSION

Prior work has used a mix of qualitative and survey work to un-
derstand the workflows and behaviors of system administrators.
Their survey work was naturally focused by the outcomes of the
qualitative work they based it on. The work presented here expands
on these earlier findings by taking into account key issues that were
identified by the range of work now available, such as the important
role of information sources, and then bringing them together into
one survey. Our survey is also designed to look at key issues that
occur at the different stages of the patching process such as the role
of organization policy when deciding to patch. The availability of
earlier works allowed us to build a more comprehensive survey and
understanding of how sysadmins from different organization sizes
and supported systems approach patching. Our survey provides a
stronger case for generalizing earlier findings [16, 17], and offers
new insights and avenues for future research within both System
Administration, and Patch Management research. In essence, our
work highlights the importance that such communities may play
in security decisions around patching and navigating issues [28],
which is compatible with the literature on this unique user-group
and their working practices [31].
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Figure 6: Post-Installation Errors: "When you detect an error after testing or deployment, what actions would you perform?".
Answers broken down by the type of machine being managed and the organization size. Multiple responses to this question

was possible and results shown as percentages, N=220.

Our results highlight a number of interesting findings, including
the contexts in which administers work. Sysadmins are responsi-
ble for the patching of a range of systems, and the applications
that run on those systems. We found that a quarter of sysadmin
surveyed manage software that is no longer supported, adding
further complexity to Patch Management. Our results highlight
the prevalence of previously identified behaviours [37, 54] and ob-
served behaviours [16, 17, 28] (RQ1), such as the testing set-ups
used by admins, with dedicated testing environments and the use
of staged deployment less common than previously theorised. We
also find minimal difference across work contexts in regards to
approaches taken in the patching process, and in the level of input
these admins feel they have in patching decision making. We found
that admins of servers are less likely to engage with online advice
(RQ2). It may be that the server setups are more likely to be specific
to organizations making online advice less useful than for client
systems which may be more likely to be running popular software
and therefore experiences and solutions of others are more likely
to be applicable.

5.1 Online information gathering supports
most stages of the patching process

Previous work indicated that admins struggle to coordinate their
patching process due to the wide ranging number of sources of
information, from internal systems, notifications, mailing lists, and
news or tech blogs [13, 17, 28, 37, 54]. We found that the process
of patching is an ongoing search for information. For example, we
showed that sysadmins will monitor online sources for hints and
suggestions of errors within patches. Doing so will give admins
some forewarning of potential risks associated with a patch, which
can be useful in tasks ranging from prioritization, testing, and
troubleshooting. Testing setups are also often incomplete and do
not capture all the configurations of individual systems, making
it challenging to find all potential problems in advance. A simple
example is having two 4K monitors, something end-users have
but the test setup might not so a patch that disables a monitor
might pass basic testing [29]. Keeping on top of these potential
issues ensures that sysadmins are prepared when an error suddenly
appears.

For patch awareness sysadmins reported not relying on patch
management software, which is somewhat counter intuitive as
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tracking new patches is one of the primary purposes of such soft-
ware. This observation may be due to the regular nature of patches,
specially within the Microsoft platform, which routinely release
all patches on the second Tuesday of every month. This release
cycle is known as ‘Patch Tuesday’ ©. Additionally, it appears that
sysadmins have adapted to the spread of information by forming
their own online communities [28, 31] which through their col-
laborative information gathering efforts have essentially created
a proxy centralised source for their patching information needs.
Thus, sysadmins have created their own socio-technical resources
to alleviate problems. Future research should investigate these on-
line communities, as such cooperative behaviours have previously
been highlighted in both patching [16, 28] and in general System
Administration [31]. By investigating these communities, we can
better understand how they are viewed and used in sysadmins’ prac-
tice. Such work can also support the development of tools which
promote collaboration and allow admins to seek the information
relevant to their particular context. For example, we may want to
support discussion regarding patch prioritization, as a number of
contextual and security concerns must be balanced before making
such decisions.

Additionally, we have seen a growth in sites that aid develop-
ers with their practice such as the Q&A site StackOverflow [53],
which is known to influence the practices of developers. A similar
site has been created for sysadmins called SuperUser [19]. Future
work should investigate these sites to better understand the issues
that face sysadmins outwith the patching process, potentially by
looking at the questions that these sites gather we can identify
common issues faced and help to build tools that would aid in
solving them. Furthermore, these tools should look to be collab-
orative both internally and externally, allowing admins to better
perform the cooperative behaviours that they have been heavily
linked to 28, 31, 60].

Our results suggest that Client sysadmins may be more likely
to look to online communities, such as subreddits, for patch infor-
mation regarding errors and post-installation issues compared to
Server admins, possibly due to the wider availability of general
client information which may be applicable to their client set-up.
Through better understanding of these communities we may be able
to identify how admins learn their security practices [46], poten-
tially identifying security misconceptions similar to end-users [63].
Considering the level of support that communities provided in un-
derstanding a patch’s risk [28], and the surprising survey results
showing a lack of admins engaging with information on vulner-
abilities, CVEs, and their criticality, future research should focus
on how these are reported and presented to sysadmins. It appears
that admins may attempt to apply patches based on severity of the
vulnerability, other factors unique to their working context may
out-weight the need for security.

Finally, our findings contribute to ongoing research into defin-
ing concepts such as the ‘criticality’ of a patch [51]. The online
communities that sysadmins engage with provide insight into the
sort of information that admins actually take into consideration
when quantifying risks, such as patch quality. A holistic approach

Shttps://en.wikipedia.org/wiki/Patch_Tuesday
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to vulnerabilities and patching may yield more actionable informa-
tion for sysadmins as opposed to a scoring system that does not
take into consideration the reality of patch management. Such a
holistic approach also supports sysadmins in their ‘broker’ role [60].
Typically, sysadmins digest the technical information for their or-
ganizations into a rationale for action that best protects and suits
their organization.

5.2 Testing may be ad-hoc

The testing of patches is a key stage in the patching process, with
previous work indicating that use of staged deployment and ded-
icated test environments aid admins in identifying issues before
they make their way into production systems. Our work indicates
that these formal processes may not be as wide spread as previ-
ously thought. Only 37% of respondents indicated that they had
test environments available, with the majority of testing apparently
taking a much more informal and ad-hoc approach. One reason
for this finding may be the fact that having a separate testing envi-
ronment which accurately imitates a real production system will
only result in doubling the workload of sysadmins as they must
now maintain two distinct systems. Hence, a more streamlined
approach is preferred, with many admins testing initially on their
own personal machines or on of Virtual Machines. Future work
should investigate these informal testing practices, which appear
to be more prominent in SMEs, while larger organizations may
have more resources available to set up and maintain dedicated
testing environments and staged deployment techniques. Admins
from large organizations were also more likely to identify patch-
ing policies as the reason for their approach than sysadmins from
SMEs. This may be due to the fact that larger organization often
have more matured procedures. Furthermore, vendors could aid
admins by including information regarding the tests performed on
patches before they were released. Doing so may alleviate some
of the information searching admins must conduct. Early access
schemes such as Microsoft’s Security Update Validation Program ’
are also suitable ideas, allowing for reliability of patches to be tested
in the wild, with the feedback quickly implemented before a wider
release.

Despite less reliance on dedicated testing environments, sysad-
mins from SMEs are more likely to report that patches rarely cause
errors. This may be due to the smaller size of SMEs, which may
result in less complex systems with fewer additional programs and
software, reducing the chances of potential conflict with newly in-
troduced patches. Future work should investigate the role of these
SMEs in discussions with vendors, since our results highlighted
that many SMEs refrain from direct communication with vendors
through use of tickets (23.3%; N=19) compared to their peers based
within larger organizations (51.4%; N=71), identifying regular pain
points and strategies to engage with vendors and gain their atten-
tion given that they may not be a priority.

5.3 Uninstalling is not default
One of the main aims of this survey was to expand upon the later

stages of the patching process, in particular the troubleshooting

"https://techcommunity.microsoft.com/t5/windows-it-pro-blog/what-is-the-
security-update-validation-program/ba-p/275767
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of errors. Previous studies identified that the most common re-
sponse to a patch causing an error was to remove the offending
patch [37, 54]. However in our survey, a large majority of sysad-
mins indicate that work is done to understand the scope and impact
of an error first, with additional help coming from online forums
or blogs. These strategies makes sense given the highly collabo-
rative and problem solving nature of system administration [31].
Simply removing an error only delays an issue until the patch is
fixed, often in the form of a hotfix [17] Additionally, sysadmins may
be required to carry out their own internal investigation before
or while attempting to gain help from online communities before
requests for help may be considered. We found that admins may
raise tickets with the vendors to get them to fix the issue, since
when an error occurs the fault can either lie with the patch or the
admin’s specific system. What is interesting however is that limited
number of admins from SMEs reported raising a ticket with vendors.
Future work should aim to identify and expand on troubleshooting
strategies outside of dedicated testing environments, which appear
be prominent throughout all groups investigated.

5.4 Limitations

The responses from the survey participants are self-reported, and
hence may not be reflective of actual behaviours due to social
desirability bias [21]. Additionally, the channels for recruitment we
used have been also been used in previous research [37, 39, 54], but
to guard against potential invalid responses a simple attention check
question was used in the survey. Although we performed a number
of additional checks to ensure that our sample contained valid
responses, there is no reliable method to validate our sample. This
limitation was necessary as many of the moderators and admins
of our chosen online communities and the security professionals
we asked to share our survey explicitly asked for platform tracking
to be removed due to the nature of our research as many of these
platforms and the topics of discussion are highly linked to job
security and performance.

While more than half the sample consists of North American
respondents, findings are sufficiently similar to those of Tiefenau
et al. [54], (predominantly European), and to those of Li et al. [37]
(predominantly US) to allow some level of generalisation. However,
the sample clearly skews towards Western developed nations, and
regions with a vibrant IT sector such as South and East Asia are
strongly underrepresented.

The overwhelming majority of admins we surveyed (86%) are
male. Similar to previous work [31, 37, 39, 54], we did not manage
to reach a sufficient number of sysadmins of different genders. Re-
cent work has highlighted that non-cis male admins often have
different working experiences within the male dominated work-
place [10]. In some cases this situation requires non-male admins
to perform additional work, forcing them to go above and beyond
what is expected just to be viewed equally [33]. These differences
likely impact all aspects of their work, potentially including patch
management tasks and policy decisions within their organizations.

Finally, our questions regarding sysadmins’ reliance on online
sources are likely to be biased due to the fact that we directly
recruited from such platforms, and therefore may not be reflective
of the larger population of system administrators. In future work,
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alternative recruiting strategies should be emphasised that allow
researchers to explicitly engage sysadmins with different levels
of engagement with online platforms. Despite the difficulties in
recruiting such groups [27, 34], there may be a potential solution
to recruit from apprenticeship and training schemes & given the
suitability of Computer Science students and their similarities to
developers [52].

6 CONCLUSION

This paper has presented the results of a survey shared with 220
sysadmin from relevant patching communities of sysadmins and
identifies the prominence, and impact of context on patching be-
haviours. We provide the research community with the largest
sample of admins to date, giving us greater confidence in the re-
sults found. Analysis shows that there exists a number of differences
in the approaches used by admins working for SMEs compared to
large organizations indicating that factors, such as patching policies
are more relevant in larger organization.

Additionally, we have expanded upon our understanding of test-
ing set-ups used by sysadmins, with more informal approaches
being more popular than previously anticipated. Finally, our work
highlights that uninstalling offending patches is not the default
option of many sysadmins and instead time and effort is placed
in scoping the impact of errors, highlighting the problem solving
nature of Patch Management, and the general practice of System
Administration.

Finally, we found that there are sufficient similarities across
system and organisation types that in-depth investigations into a
specific sector, such as health care, [15, 17], are likely to be broadly
generalizable to different sectors.

Since sysadmins actively use information from online communi-
ties in their patch management processes, we believe that future
work should focus on creating a tool which systematically analyses
patch-related discussions in a range of online communities and syn-
thesises its findings in a way that is easy to understand and action
for sysadmins from a broad range of backgrounds. Potentially a
solution may exist which allows vendors to remain informed of
their product and the issues and can create a beneficial relationship
where online communities can aid vendors in fixing patch issues,
while offering official workarounds that suit sysadmins’ needs. Per-
haps new software and techniques can be created to aid in the
identification of troublesome patches and issues within one’s sys-
tem by utilising the wealth of online data that sysadmins generate
regarding patching.
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